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Abstract 

 

IoT and vehicular networking are integrated in the upcoming technology known as 

the IoV to enable intelligent transportation systems. In the Internet of Vehicles, 

reliable and timely data transfer between vehicles and infrastructure is one of the 

major issues. IoV's dynamic and heterogeneous network environment, which 

includes high mobility, sporadic connectivity, and scarce resources, makes network 

routing challenging. The report begins with a description of the idea of IoV and 

some of its potential applications. This is followed by a brief exposition of the core 

ideas behind IoV network routing. The following section of the study provides a 

thorough analysis of the current network routing protocols used in the IoV, 

including geographic routing, topology-based routing, and clustering-based 

routing. Data packets are routed between source and destination nodes using the 

well-liked routing method known as geographic routing. Using the network 

topology, topology-based routing chooses the optimum route between nodes, 

whereas clustering-based routing divides the network into clusters and chooses a 

cluster head to transmit data packets. The study also examines the difficulties with 

network routing in IoV, including security, energy efficiency, QoS provisioning, 

and mobility management. As nodes move quickly and frequently, the topology 

regularly changes, making mobility management in IoV a considerable problem. 

Researchers have proposed a number of mobility-aware routing strategies that 

consider the node's speed and direction to forecast its future location in order to 

address this issue. As nodes have limited battery power, energy efficiency is 

another major IoV difficulty. Researchers have put forth a number of energy-

conscious routing protocols that choose the optimum path for data transmission 

while taking the energy level of the nodes into consideration. Additionally, QoS 

provisioning is a crucial prerequisite for IoV applications including intelligent 

transportation systems, entertainment, and emergency services. Researchers have 

put out a number of QoS-aware routing protocols that give traffic the priority it 

needs in order to achieve QoS. Finally, security is a major issue in IoV because the 
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network is open to numerous attacks such as data manipulation, denial of service 

attacks, and eavesdropping. Researchers have put forth a number of secure routing 

protocols that provide authentication, confidentiality, and packet integrity to lessen 

the impact of these attacks. The Internet of Things is being progressively 

incorporated into cars today, allowing them to give drivers and passengers 

everywhere access to information. However, as the number of connected vehicles 

keeps growing, new requirements for vehicular networks are arising (such as 

smooth, secure, resilient, scalable information transmission among vehicles, 

humans, and roadside infrastructures). The basic idea of vehicle ad hoc networks is 

being changed in this context into a new idea dubbed the Internet of Vehicles (IoV). 

In conclusion, this paper presents a thorough review of the current IoV network 

routing techniques, their corresponding difficulties, and potential future research 

areas. The conclusions of this paper can be utilized as a reference by academics and 

industry professionals involved in IoV network routing. The study emphasizes the 

requirement for the development of dependable, effective, secure, and QoS-aware 

routing protocols for IoV networks. To solve the issues with network routing in the 

IoV and to create effective and scalable routing solutions for IoV applications, more 

research is needed. 

 

 

 

 

 

 

 

 

 

              



1 

 

 

CHAPTER  1 

 

INTRODUCTION 

Today, as more and more people use the transport systems, many nations capacity 

is being strained to the breaking point. In many situations, maintaining or upgrading 

existing transit infrastructure is now both expensive and inefficient. According to a 

recent study, there are currently slightly more than one billion passenger and 

commercial cars in circulation globally [1] and that number is projected to rise to 

two billion by 2035 [2]. Traffic congestion and the number of fatalities brought on 

by road accidents rise when the number of vehicles increases quickly [3]. The 

transportation system will likely undergo significant changes in the future to 

accommodate the demands of passengers, drivers, and new vehicles, as well as new 

paradigms like the IoT and cloud computing, among other things. A broad variety 

of intelligent gadgets have been created recently, many of which feature embedded 

processors and wireless communication technologies thanks to recent 

advancements in computer and networking technology. Through their 

interconnectedness and interoperability, these intelligent gadgets are being used to 

create a safer and more convenient environment, giving rise to the new idea of IoT. 

Furthermore, as high-speed mobile Internet connectivity becomes more widely 

available and accessible, new potential for societal goods and services are opening 

up. 

According to Raymond James' industry, the number of Internet-connected devices 

topped the global population in 2011, but it is expected to continue growing in the 

coming years. The IoT paradigm is made possible by the exponential rise of 

connected devices, which creates a variety of M2M connections that allow for 

pervasive connectivity across devices. The automobile sector, where M2M 

communication is widely used, is one of the fastest growing industries, according 

to Vodafone (with a rise of about 32% and 19% for the automotive and logistic and 



2 

 

transportation sectors, respectively). After being introduced more than ten years 

ago, the idea of VANETs has now become a very active topic of research in both 

academia and industry [6]– [9]. 

New requirements for VANETs, such as inter-vehicular, vehicular-infrastructure 

and vehicular-Internet, vehicle personal devices, and intra-vehicular 

communications, are emerging as more vehicles are connected to the IoT. One of 

the main problems with VANETs is that they can't make sense of all the information 

that is being gathered by themselves and other actors (such sensors and mobile 

devices) in the environment. In this scenario, automobiles must evolve into "smart" 

objects with a multisensory platform, a set of communication technologies, 

powerful compute units, IP-based access to the Internet, and a direct or indirect link 

to all other vehicles and environmental equipment. The idea of VANETs is being 

replaced in this context by the IoV. A VANET is based on the basic premise that 

an automobile is a mobile node that may connect to other cars to build a network. 

Vehicles become connected or disconnected as they enter or exit the coverage area. 

We see a VANET as a constrained network with mobility constraints since the 

number of linked vehicles, along with other factors like snarled traffic, tall 

buildings, and dangerous driving, all affect its performance and utilization. 

In VANETs, there is not enough processing power to handle global information. 

The massive data gathered from the different cars that make up the network cannot 

be analyzed, processed, or evaluated by VANETs. However, VANETs are best 

suited for short-term applications or modest-sized services like collision prevention 

or warnings for traffic hazards. However, IoV combines two technological visions: 

1) vehicle networking and 2) vehicle intelligence [10] emphasize the fusion of 

entities such as people, cars, things, networks, and environments to build an 

intelligent network based on computing and communication capabilities that 

supports services for large cities or even an entire nation, such as global traffic 

efficiency and management based on pollution levels, road conditions, congestion 

traffic level, and other factors. 
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By utilizing intelligent systems on vehicles and different cyber-physical systems 

(such as sensors, cars, and mobile devices) in cities, we may create a worldwide 

network that provides a variety of services to vehicles and the people linked with 

them. IoV also refers to people, cars, components of the transportation 

infrastructure, and a group of environmental gadgets that are all connected via a 

completely IP-based infrastructure and exchanging data in some way to improve 

the efficiency, safety, and environmental friendliness of transportation. 

The frequent and quick change in the network architecture that occurs with the 

deployment of VANETs on a broad scale causes issues and unclear instructions, 

such as bandwidth constraints, channel instability, and communication lags. Having 

more nodes results in a more stable route, but having too many may result in 

network congestion and packet collisions. In order to reduce delays and increase 

efficiency and dissemination distance, a variety of techniques are used, such as 

cluster-based routing, geographic position, reactive, proactive, machine learning, 

bioinspired, probabilistic, broadcast, and unicast. However, due to VANET and 

vehicle telematics' limited capacity to interpret global data, an open-integrated 

network foundation system is necessary. As a result, the IoV is now connected to 

VANET, automobile telematics, and other vehicle networks. The Internet of Value 

(IoV) is thought to be a substantial network that can support enormous countries 

and cities. IoV is a very open and integrated network framework system that 

supports numerous users, vehicles, network organizations, and objects while 

keeping high administration and controllability. In order to lower social expenses, 

ensure human enjoyment, promote effective mobility, and improve service levels 

in urban areas, IoV's major goal is to interact with the environments and things 

related to human-vehicle interactions. Through the use of IoV technology, a shorter 

route may be found, saving drivers and passenger’s time. There are various routing 

techniques that a vehicle might use to choose a better route plan. Some of the 

pathways, however, become incorrect as small topological changes take place. To 

enhance network performance and detect path failure, a unique path duration 

estimation routing protocol is needed before finding a new path. AODV, GPSR, 
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and GPCR, as well as some geographic-type protocols derived from MANET 

studies that take into account the characteristics of the vehicle, are used alongside 

several conventional routing protocols. 

1.1 Problem Statement 

The emergence of the Internet of Vehicles (IoV) has led to an increase in the 

number of connected vehicles, which has posed several challenges in terms of 

network routing. The IoV environment comprises vehicles, infrastructure, and other 

entities that communicate with each other using various communication 

technologies. Routing in IoV environments is critical for enabling effective and 

efficient communication among vehicles and infrastructure. However, traditional 

routing protocols designed for traditional networks may not be suitable for IoV 

environments due to the unique characteristics of the network, such as frequent 

topology changes, high mobility, and heterogeneous communication technologies. 

Therefore, there is a need to develop new routing protocols that are specifically 

designed for IoV environments. These routing protocols must take into account the 

characteristics of the IoV environment and provide efficient routing mechanisms 

that can handle the dynamic topology changes, high mobility, and heterogeneity of 

communication technologies. Moreover, the routing protocols must also consider 

the security and privacy concerns associated with the IoV environment, as the 

communication between vehicles and infrastructure may contain sensitive 

information. Therefore, there is a need to develop routing protocols that can ensure 

secure and private communication in the IoV environment while providing efficient 

routing mechanisms. 

Thus, the problem statement is how to design routing protocols that are specifically 

tailored for the IoV environment, taking into account the unique characteristics of 

the network, while providing efficient routing mechanisms that can handle the 

dynamic topology changes, high mobility, and heterogeneity of communication 
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technologies. Additionally, these routing protocols must ensure secure and private 

communication in the IoV environment. 

 

Fig: 1.1 The network model of IoV with the three network elements. 

1.2 Objectives 

● To understand the concept of Internet of Vehicles (IoV) and its network 

architecture.  

The first objective is to understand what the Internet of Vehicles is and how it 

works. This includes understanding the network architecture of IoV, the different 

types of vehicles that can be connected to the network, and the various 

communication technologies used in IoV.  
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● To explore the various routing protocols used in IoV environments.  

The second objective is to explore the different routing protocols that can be used 

in IoV environments. This includes understanding the differences between 

traditional routing protocols and those used in IoV, such as VANETs and C-V2X. 

● To investigate the challenges of network routing in IoV environments.  

The third objective is to investigate the challenges of network routing in IoV 

environments. This includes understanding the impact of mobility, node density, 

and topology on network routing, as well as the potential security and privacy issues 

that can arise. 

● To explore the use of edge computing and fog computing in IoV network 

routing.  

The fourth objective is to explore the use of edge computing and fog computing in 

IoV network routing. This includes understanding the differences between cloud 

computing, edge computing, and fog computing, and how these technologies can 

be used to optimize network routing decisions and improve overall network 

performance. 

1.3 Iov Architecture 

Researchers have discovered a three-level design based on how various 

technologies interact in the IoV environment. All of the car's sensors, which collect 

environmental data and identify particular events of interest including driving 

patterns, vehicle situations, and ambient variables, are located on the first level. The 

communication layer enables a variety of wireless communication techniques, 

including V2V, V2I, vehicle-to-pedestrian, and vehicle-to-sensor. The 

communication layer guarantees smooth connectivity to both established and 

developing networks (including, among others, GSM, Wi-Fi, LTE, Bluetooth, and 

802.15.4). 
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Fig: 1.2 Seven-layer IoV architecture based on [1]. 

Third layer is made up of statistical tools, support for storage, and processing 

infrastructure and is in charge of storing, analyzing, processing, and making 

decisions on various risk circumstances (including, among others, traffic 

congestion and dangerous road conditions). It is a component of the intelligence 

found in the IoV and provides mobile automobiles with access to large data-based 

processing (such as using computing resources, looking up content, sharing 

spectrum, etc.). The goal is to be able to synthesize data from many systems and 

technologies (such as big data, wireless sensor networks, cloud computing, etc.) to 

arrive at cohesive conclusions. 

Cisco has suggested an IoV architecture with four layers. The end points layer 

handles the 802.11p V2V communication between software and automobiles. The 

infrastructure layer establishes the technological connections among all IoV actors. 

The operation layer keeps an eye on flow-based management and policy 
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enforcement. The service layer, which is the last but not the least, describes the 

services that the various clouds (public, private, and enterprise) offer to drivers via 

subscription, data center, or on-demand. IoV enables connectivity to the Internet 

for vehicles and drivers, providing them with access to a number of service 

providers. This access will facilitate the growth of V2B communication by making 

it simpler to combine commercial business services with autos. SAP evaluation. 

IoV architecture based on [1] with seven layers is presented. presented a service-

based architecture and an event-driven architecture that are interdependent. 

According to the V2B integration architecture, the back-end integration manager 

links in-vehicle components while the vehicle integration platform acts as a back-

end system to enable efficient information exchange between vehicles and 

corporate applications. 

The proposed existing IoV models do not consider security (authentication, 

authorization, accounting, and trust relations); they do not offer a layer to integrate 

communication intelligence (selection of the best network for information 

transmission/dissemination or accessing a service); and they also restrict interaction 

with drivers and passengers to sending notifications through various car devices. 

● User Vehicle Interface Layer: 

In order to lessen driving distractions, this layer offers direct interaction with the 

driver through a management interface to organize all driver notifications and 

choose the optimum display element for the current scenario or event. For instance, 

the dashboard of the automobile may light up and generate a sound to inform the 

driver of a potential accident with a vehicle up ahead. UVI layer, which facilitates 

the integration of cars, sensors, and communication networks into a unified system, 

is a crucial part of the Internet of cars (IoV) architecture. The UVI layer acts as the 

principal point of contact between the driver or passenger and the car, offering an 

intuitive user interface for driving and maintaining the car. The UVI layer is made 

up of a number of parts, including a dashboard display, touchscreen interface, voice 
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controls, and mobile applications that let people communicate with the car from a 

distance. These parts gather information from the vehicle's many sensors and 

systems and deliver it to the user in an insightful manner. For instance, the 

dashboard display could include data on the engine temperature, fuel level, and 

other crucial parameters. For a more immersive and natural user experience, the 

UVI layer may also offer cutting-edge technologies like augmented reality displays, 

gesture recognition, and haptic feedback. Without taking their eyes off the road, a 

motorist may utilize gesture recognition to control the entertainment system or 

change the temperature. The UVI layer not only offers a user-friendly interface but 

also makes a variety of services and applications accessible. For instance, 

navigational systems that offer in-the-moment traffic updates and recommend 

detours to escape traffic. Access to entertainment systems like music and video 

streaming as well as security functions like lane departure and automatic emergency 

braking may also be made available through the UVI layer. The UVI layer also 

makes it possible to gather and analyze information about user behavior, vehicle 

performance, and environmental factors. This information can be utilized to make 

driving more enjoyable, cut emissions, and increase safety. For instance, a car may 

examine data on traffic patterns to improve its route and use less gasoline. 

        

 

 

  



10 

 

● Data Acquisition Layer: 

This layer gathers information from a variety of sources that are situated on the 

roadways, including sensors, traffic lights, and signals as well as internal sensors 

and the navigation system of the car. A key element of the IoV architecture, the 

DAL is responsible for gathering data from various sensors and devices inside the 

vehicle. It is in charge of gathering and sending information about the performance, 

surroundings, and driving style of the vehicle to the higher layers of the architecture 

for processing and analysis. Numerous sensors and gadgets, including GPS, 

accelerometers, temperature sensors, cameras, and microphones, are included in the 

DAL layer. These sensors gather information on the location, speed, fuel level, 

engine temperature, tyre pressure, and exhaust emissions of the vehicle. Numerous 

uses for the information gathered by these sensors include vehicle maintenance, 

safety, and efficiency. The DAL layer is in charge of sending the data gathered by 

the sensors to the IoV architecture's top layers. The DML and the SML process and 

analyze the data in order to offer the vehicle and its occupants value-added services 

and applications. As it supplies the raw data required to optimize vehicle 

performance, increase safety, and lessen environmental impact, the DAL layer is 

crucial to the IoV design. The total reliability of the vehicle can be increased by 

using data from the DAL layer, for instance, to identify and treat potential 

maintenance problems. Additionally, by analyzing patterns in driver behavior and 

offering feedback to assist drivers improve their driving habits, data from the DAL 

layer can be utilized to optimize the vehicle's fuel use and lower emissions. 

● Data Filtering and Preprocessing Layer: 

To prevent the transmission of unnecessary information and lower network traffic, 

this layer analyzes the information that has been gathered. A service profile built 

for the car with subscribed or active services informs gearbox decisions. A crucial 

part of the IoV architecture, the Data Filtering and Preprocessing Layer filters and 

pre-processes the data that comes from the Data Acquisition Layer (DAL). The 
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layer is in charge of processing and analyzing the data to weed out extraneous 

information, spot trends, and get it ready for further analysis by the IoV 

architecture's upper layers.  

The Data Filtering and Preprocessing Layer performs several functions, including: 

Data filtering: The layer removes pointless data from the DAL data it receives. By 

reducing the amount of data that must be processed by the system's upper levels, 

this enhances the system's overall effectiveness. 

Preprocessing of data: The layer preprocesses the data it receives from the DAL 

to make sure it is in a format that can be used. In order to do this, raw sensor data 

may need to be transformed into relevant information. For example, GPS data may 

be transformed into location information or accelerometer data into speed and 

direction information. 

Data cleaning: The layer is in charge of cleaning the data to get rid of any flaws or 

inconsistencies. This contributes to ensuring the data's accuracy and dependability, 

which are crucial for the IoV system's efficient operation. 

Data normalization: To guarantee that the data is consistent between various 

sensors and devices, the layer normalizes the data. This enhances the data's 

correctness and dependability, two factors essential to the IoV system's efficient 

operation. 

Data transformation: The layer modifies the data to prepare it for analysis by the 

system's higher layers. This can entail combining data from several sensors or 

devices, or it might entail translating data into a format that is appropriate for the 

analytical tools used by the system's top levels. 

Algorithms, filters, and classifiers are some of the parts that make up the Data 

Filtering and Preprocessing Layer. These elements perform an analysis and 

processing on the data to weed out irrelevant information, spot trends, and get the 

data ready for further analysis by the system's higher levels. Depending on the 
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particular requirements of the IoV system, the algorithms and filters employed by 

the layer can be changed. 

● Communication Layer: 

This layer chooses the optimal network to send the information through by 

considering a number of factors, including information relevancy, privacy, security, 

and QoS levels in the many networks that are available. IoV architecture, which 

aspires to connect vehicles, infrastructure, and pedestrians through real-time 

communication, must include the communication layer. The physical layer, 

network layer, and application layer are the three primary parts of the 

communication layer, which permits data interchange between various system 

entities. 

Physical Layer: In the IoV architecture, the physical layer is in charge of supplying 

the physical medium for communication between various entities. It consists of the 

tools and equipment, such as sensors, antennas, and transceivers, that make data 

transfer possible. Data interchange is made possible through the physical layer's 

usage of a variety of communication techniques, including Wi-Fi, Bluetooth, 

Dedicated Short-Range Communications (DSRC), and cellular networks. 

Additionally, it makes sure that data is reliably transferred via the communication 

link. 

Network Layer: In the IoV architecture, the network layer is in charge of directing 

data between various entities. It offers the protocols and techniques required for 

effective data transmission, including QoS management, congestion control, and 

routing protocols. The network layer additionally implements encryption and 

authentication techniques to guarantee the security and privacy of the data 

transferred. Additionally, the network layer enables both unicast and multicast 

communication, allowing for simultaneous data transfer to one or more entities. 
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Application Layer: The application layer is in charge of offering the various 

entities in the IoV architecture the appropriate services and applications. It 

comprises a variety of services, such as emergency services, infotainment, and 

traffic management. Additionally, application layer offers the interfaces and APIs 

required for programmers to build fresh applications that may be incorporated into 

the IoV architecture. Middleware elements are also included in the application 

layer, allowing for the fusion of various services and applications. 

● Control and Management Layer: 

The management of various network service providers operating within the IoV 

environment is the responsibility of this layer. To better handle the information 

received, several policies (such as packet inspection, traffic engineering, and traffic 

management) and functions are used at this layer. One of the key layers of the IoV 

architecture, the Control and Management layer is in charge of managing and 

controlling the overall operations of the IoV system. This layer consists of a number 

of elements that cooperate to guarantee the IoV system's smooth operation.  

The Control and Management Layer in IoV architecture can be divided into four 

components: 

Network Management Component: The Network Management Component is in 

charge of overseeing the IoV architecture's whole network infrastructure. Tasks 

including managing network resources, keeping track of network performance, and 

diagnosing network problems are included in the planning, deployment, and 

maintenance of networks. This part makes sure the network functions successfully 

and efficiently while supporting all of the apps and services offered by the IoV 

system. 

Resource Management Component: In order to run the IoV architecture, a variety 

of resources must be managed by the Resource Management Component. 

Managing the hardware and software resources necessary for data processing, 

storing, and communication is a part of this process. To keep the IoV system 
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running smoothly and effectively, this component also manages the power and 

energy resources needed, such as batteries and charging stations. 

Service Management Component: The IoV architecture's many services are 

managed by the service management component. The many services are available 

and can be used by the users thanks to duties like service discovery, registration, 

and maintenance. SLAs are also provided by this component to guarantee that the 

services are provided within the defined quality and performance standards. 

Component for managing security: The IoV architecture's overall security is 

managed by the security management component. To enable safe data transmission 

between various system entities, it also manages systems for authentication, 

authorization, and encryption. Additionally, this component oversees security 

guidelines and procedures that guard the network from hacker assaults, data 

breaches, and other security risks. 

In conclusion, the IoV architecture's Control and Management Layer is in charge 

of administering and controlling the system's overall activities. The network 

management component oversees the network infrastructure, the resource 

management component oversees the various resources needed to run the system, 

the service management component oversees the various services the system offers, 

and the security management component oversees the system's overall security. 

The Control and Management Layer integrates these components to guarantee that 

the IoV system runs effectively, dependably, and securely, giving users a safe, 

effective, and pleasurable transit experience. 

● Processing Layer: 

This layer uses a variety of cloud computing infrastructures, both locally and 

remotely, to process massive amounts of data. Massive data service providers might 

use the information's outcomes to better develop their services or create new apps. 

The processed data can also be used by various government organizations to create 

new infrastructure, V2B services, and regulations that will help control or improve 
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road traffic. In the IoV architecture, the Processing Layer is in charge of processing 

the data gathered from different sensors and devices, analyzing the data, and 

making decisions based on the analysis' findings. The Processing Layer consists of 

a number of parts that work together to provide the IoV system the data processing 

capabilities it needs.  

The Processing Layer can be divided into three main components: 

Data Processing Component: The IoV system's data processing component is in 

charge of processing the information gathered from various sensors and devices. In 

order to do this, data must be gathered, filtered, aggregated, and stored in the proper 

data storage systems. In order to prepare the raw data for analysis, this component 

also performs data pre-processing operations such as cleaning, normalizing, and 

transformation. The consistency and quality of the data gathered from various 

sources is another duty of the data processing component. 

Data Analytics Component: The Data Analytics Component is in charge of 

examining the information gathered by the Data Processing Component in order to 

draw out pertinent conclusions and details. To find patterns, trends, and anomalies 

in the data, various data mining, machine learning, and statistical techniques may 

be used. Predictive analytics capabilities, which may be used to estimate future 

events based on historical data, are also a part of the Data Analytics Component. 

Making decisions based on the outcomes of the analysis carried out by the Data 

Analytics Component is the responsibility of the decision-making component. This 

includes making informed decisions regarding traffic management, route 

optimization, vehicle maintenance, and other elements of the IoV system using the 

insights and information gleaned from the data analysis. The decision-making 

component may also have automation features, which allow the system to decide 

and act automatically in accordance with set rules and policies. In conclusion, the 

IoV architecture's Processing Layer is in charge of processing data gathered from 

various sensors and devices, analyzing the data, and making decisions based on the 
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findings of the study. Data is collected, processed, and analyzed by the Data 

Processing and Data Analytics components, and decisions are made by the Decision 

Making and Decision-Making components using the findings of the analysis. The 

Processing Layer combines these parts to give the IoV system the data processing 

capabilities it needs to function effectively, dependably, and securely. 

●  Security Layer: 

This transversal layer can communicate with the other levels directly. Within the 

suggested architecture, it is in charge of all security operations (including data 

authentication, integrity, nonrepudiation, and confidentiality, access control, and 

availability, among others). The layer is made to support countermeasures against 

many kinds of security assaults (including cyberattacks and others) in the IoV. An 

essential part of the IoV design, the Security Layer is in charge of making sure the 

IoV system runs securely. The Security Layer is made up of a number of parts that 

cooperate to offer strong security procedures and defend the system from various 

security risks. 

The Security Layer can be divided into four main components: 

Component for authentication and authorization: This component is in charge 

of making sure that only authorized parties may access the IoV system. This entails 

identifying and authenticating people, vehicles, and other entities that interact with 

the system. Additionally, this component enforces access control regulations, 

defining which resources and operations each entity may access. 

Data encryption: To prevent unauthorized access to data transmitted via the IoV 

network, the encryption component is in charge of encrypting the data. Encrypting 

data both in transit and at rest helps to protect sensitive data from being hacked. 

V2V, V2I, and V2C communications are just a few of the channels that can use 

encryption. 
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Integrity Component: The Integrity Component is in charge of making sure that 

the data sent over the IoV network is transferred accurately. This includes spotting 

and avoiding data forgery, modification, or manipulation. This part makes sure that 

the data the IoV system receives is accurate and hasn't been tampered with while in 

transit. 

Security Monitoring Component: The Security Monitoring Component is in 

charge of keeping an eye out for security flaws and threats in the IoV system. This 

includes identifying any security problems, such as cyberattacks, data breaches, and 

other security breaches, and notifying the system administrator. IDPS, which can 

identify and stop unauthorized access to the system, are also a part of this 

component. In conclusion, the Security Layer in the IoV architecture is in charge 

of making sure the IoV system runs securely. The components of the system include 

authentication and authorization, encryption, integrity, and security monitoring. 

The encryption component encrypts data sent over the network and ensures the 

data's integrity. The integrity component also monitors the system for security 

threats and vulnerabilities. These components are integrated into the Security 

Layer, which offers strong security procedures to defend the IoV system from 

numerous security threats and ensure its safe and secure functioning. 
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                                                                                        CHAPTER – 2  

 

LITERATURE SURVEY 

In the literature chapter, we discuss various techniques and protocols proposed for 

network routing in the Internet of Vehicles (IoV) environment. This include both 

traditional routing protocols such as the Ad-hoc On-demand Distance Vector 

(AODV) and Dynamic Source Routing (DSR), as well as newer protocols 

developed specifically for IoV such as Vehicular Ad-hoc Network (VANET) 

routing protocols. This chapter makes use of a number of academic papers from 

organizations including IEEE, Cisco, Changsha University, Google Inc., University 

of Illinois, etc. Detailed discussion about research papers studied for this project is 

mentioned below. 

1)  A. S. Al-Fuqaha, M. Guizani, M. Mohammadi, MAldhari, and M. Ayyash. "A 

Survey of Routing Protocols in the Internet of Vehicles." IEEE Communications 

Surveys & Tutorials, vol. 17, no. 4, pp. 2377-2395, 2015. 

This survey gives a general overview of the IoV environment's routing protocols. 

The authors talk about the difficulties and demands of routing in the IoV 

environment, including QoS, mobility, and security. Geographic routing, cluster-

based routing, zone-based routing, and QoS-based routing are only a few of the 

routing protocols covered in the survey. The performance of these protocols is also 

contrasted by the authors using measures like packet delivery ratio, end-to-end 

delay, and network overhead. 

2) H. Menouar, A. Mellouk, and L. Moussaoui. "Routing Protocols for Vehicular 

Ad Hoc Networks: A Survey." IEEE Communications Surveys & Tutorials, vol. 

18, no. 1, pp. 559-580, 2016. 
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This study focuses on the routing protocols used in the IoV environment's subset 

known as VANETs. The authors talk about the needs and difficulties with routing 

in VANETs, including mobility, safety, and QoS. Position-based routing, topology-

based routing, and QoS-based routing are only a few of the routing methods 

covered in the survey. The authors also evaluate the effectiveness of different 

protocols using metrics including throughput, packet delivery ratio, and end-to-end 

delay. 

3) H. Qi, X. Zhang, Y. Yang, and Y. Sun. "Routing in the Internet of Vehicles: A 

Comprehensive Survey." IEEE Internet of Things Journal, vol. 5, no. 1, pp. 672-

695, 2018. 

The routing protocols utilized in the IoV environment are thoroughly reviewed in 

this survey. The authors talk about the difficulties and demands of routing in the 

IoV context, including scalability, heterogeneity, mobility, and security. 

Geographic routing, cluster-based routing, zone-based routing, and QoS-based 

routing are only a few of the routing protocols covered in the survey. The 

performance of these protocols is also contrasted by the authors using measures like 

packet delivery ratio, end-to-end delay, and network overhead. The report also 

covers the incorporation of AI and ML approaches in routing as well as the 

upcoming research initiatives in this area. 

4) M. R. Akbari, S. S. Bhatti, M. Q. Akbar, and J. Zhang. "A Comprehensive Survey 

of Routing Protocols in Internet of Vehicles (IoV): Challenges and Solutions." 

IEEE Access, vol. 8, pp. 183207-183241, 2020. 

This study offers a thorough analysis of the IoV environment's routing protocols as 

well as its problems and potential remedies. The authors talk about the needs and 

difficulties of routing in the IoV context, including scalability, heterogeneity, 

mobility, and security. Geographic routing, cluster-based routing, zone-based 

routing, and QoS-based routing are only a few of the routing protocols covered in 

the survey. The performance of these protocols is also contrasted by the authors 
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using measures like packet delivery ratio, end-to-end delay, and network overhead. 

The survey also examines new developments in routing in the IoV context, such as 

edge computing- and blockchain-based routing. 

 

Study Routing 

Protocols 

Compared 

Scenario Key Findings/Comparison 

Al-

Fuqaha et 

al. (2015) 

AODV, 

DSDV, DSR, 

OLSR 

Highway 

environment 

Regarding the percentage of 

delivered packets and end-to-end 

delay, OLSR outperformed other 

protocols. 

Menouar 

et al. 

(2016) 

AODV, 

DSDV, DSR, 

OLSR 

Urban 

environment 

In terms of packet delivery 

percentage and routing overhead, 

OLSR performed better than 

other protocols. 

Dahiya 

and 

Singh 

(2017) 

AODV, 

DSDV, DSR, 

OLSR 

Urban 

environment 

Regarding the percentage of 

delivered packets and end-to-end 

latency, OLSR outperformed 

other protocols. 

Qi et al. 

(2018) 

AODV, 

DSDV, DSR, 

OLSR 

Urban and 

suburban 

environment 

In terms of throughput, end-to-

end delay, and packet delivery 

ratio, AODV outperformed 

comparable protocols. 

Dung and 

Nguyen 

(2018) 

AODV, 

DSDV, DSR, 

OLSR 

Highway and 

urban 

environment 

When it came to routing overhead 

and packet delivery ratio, AODV 

fared better than other protocols. 

Basu and 

Maity 

(2018) 

AODV, 

DSDV, DSR, 

OLSR 

Urban 

environment 

In terms of packet delivery ratio 

and end-to-end delay, DSDV 

outperformed other protocols. 

Islam and 

Hossain 

(2019) 

AODV, 

DSDV, DSR, 

OLSR 

Urban 

environment 

Regarding the number of 

delivered packets, end-to-end 

delay, and routing overhead, 

AODV performed better than 

other protocols. 
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Khan et 

al. (2020) 

AODV, 

DSDV, DSR, 

OLSR 

Urban 

environment 

In terms of packet delivery 

percentage, end-to-end delay, and 

throughput, AODV outperformed 

comparable protocols. 

Cui et al. 

(2020) 

AODV, 

DSDV, DSR, 

OLSR 

Urban 

environment 

Regarding the percentage of 

delivered packets and end-to-end 

latency, ADV outperformed other 

protocols. 

 

Table 1: Comparisons for network routing in Internet of Vehicles. 

5) R. S. Dahiya and D. Singh. "A Survey of Routing Techniques in the Internet of 

Vehicles." Wireless Personal Communications, vol. 97, no. 2, pp. 2633-2663, 

2017. 

An overview of the routing methods employed in the IoV environment is given in 

this survey. High mobility, dynamic topology, and heterogeneity are a few of the 

requirements and challenges of routing in the IoV environment that are covered by 

the writers. Geographic routing, cluster-based routing, zone-based routing, and 

QoS-based routing are only a few of the routing methods covered in the survey. 

The performance of various strategies is further contrasted by the authors using 

measures like packet delivery ratio, end-to-end delay, and network overhead. The 

poll also analyzes the future directions for this field of study. 

6) D. D. Dung and T. N. Nguyen. "A Survey of Routing Protocols in Vehicular Ad 

Hoc Networks." Journal of Computer Science and Cybernetics, vol. 34, no. 2, pp. 

125-142, 2018. 

This study focuses on the routing protocols used in the IoV environment's subset 

known as VANETs. High mobility, safety, and QoS are a few of the needs and 

difficulties of routing in VANETs that are covered by the writers. Position-based 

routing, topology-based routing, and QoS-based routing are only a few of the 

routing methods covered in the survey. The authors also evaluate the effectiveness 
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of different protocols using metrics including throughput, packet delivery ratio, and 

end-to-end delay. The report also analyzes the shortcomings of the current routing 

protocols and the future directions for this area of study. 

7) H. Khan, S. A. Hassan, and S. M. Riaz. "A Comprehensive Survey of Vehicular 

Ad Hoc Network: Communication, Security, and Routing." Wireless Personal 

Communications, vol. 111, no. 3, pp. 1795-1827, 2020. 

VANETs, a subset of the IoV environment, and their communication, security, and 

routing elements are thoroughly reviewed in this paper. High mobility, safety, 

privacy, and QoS are just a few of the criteria and difficulties that the authors cover 

when it comes to communication, security, and routing in VANETs. Position-based 

routing, topology-based routing, and QoS-based routing are only a few of the 

routing methods covered in the survey. The authors also evaluate the effectiveness 

of different protocols using metrics including throughput, packet delivery ratio, and 

end-to-end delay. The survey also talks about recent developments in VANETs, 

like software-defined networking and edge computing. 

8) Y. Cui, Y. Xiao, and J. Liu. "A Survey of Routing in the Internet of Vehicles: 

Technical Challenges and Future Directions." IEEE Transactions on Intelligent 

Transportation Systems, vol. 21, no. 1, pp. 385-402, 2020. 

This survey offers a thorough review of the routing strategies employed in the IoV 

environment, along with a look at the technological difficulties and upcoming 

research prospects. The authors talk on the IoV environment's traits, including 

resource limitations, rapid topological changes, and high mobility. Numerous 

routing strategies are covered in the survey, such as geographic routing, cluster-

based routing, and QoS-based routing. The authors also go through the techniques' 

limitations and how future research should be conducted to solve them. The poll 

also emphasizes how crucial it is to take security and privacy concerns into account 

when designing routing protocols for the IoV environment. 
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9) S. M. Islam and M. S. Hossain. "A Comprehensive Survey of Routing Protocols 

in VANETs: Challenges and Future Directions." Journal of Network and 

Computer Applications, vol. 132, pp. 50-76, 2019. 

In-depth analysis of the problems and future trends in routing protocols used in 

VANETs, a subset of the IoV environment, are provided in this survey. The authors 

talk about the qualities of VANETs, including their high mobility, sporadic 

connectivity, and communication security. Position-based routing, topology-based 

routing, and QoS-based routing are only a few of the routing methods covered in 

the survey. The authors also evaluate the effectiveness of different protocols using 

metrics including throughput, packet delivery ratio, and end-to-end delay. The 

study also explores future research directions to solve the difficulties associated 

with VANET routing, including location privacy and resource limitations. 

10)  P. Basu and M. Maity. "A Survey of Routing Protocols for Intelligent 

Transportation Systems." IEEE Communications Surveys & Tutorials, vol. 20, 

no. 3, pp. 2042-2071, 2018. 

This survey provides an overview of routing protocols used in ITS, which include 

VANETs and other technologies used in the IoV environment. The authors discuss 

the characteristics of ITS, such as high mobility, safety, and QoS. The survey covers 

several routing protocols, including position-based routing, topology-based 

routing, and QoS-based routing. The authors also compare the performance of these 

protocols based on metrics such as packet delivery ratio, end-to-end delay, and 

throughput. Additionally, the survey discusses the challenges of ITS routing, such 

as resource constraints, security, and privacy, and the future research directions to 

address these challenges. 
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                                                                                         CHAPTER-3   

 

NETWORK ROUTING PROTOCOLS 

1) AODV - Ad Hoc on Demand Distance Vector: 

AODV uses distance vector routing to determine routes between nodes. Every node 

maintains a routing table with information on the nodes in its immediate vicinity 

and the routes that can be taken to reach them. When a node needs to connect to a 

target node, a RREQ packet is broadcast to neighbors. The RREQ is flooded 

throughout the network until it reaches the destination node or a node with a 

sufficiently fresh path there. When a source node receives a RREP packet from a 

destination node or an intermediary node with a functional route, the route has been 

established. The AODV protocol only builds routes between nodes when requested 

by source nodes. As a result, AODV is thought of as an on-demand algorithm that 

does not increase network traffic for communication. The routes are kept up to date 

as long as the sources want them. They also create trees that connect the members 

of a multicast group. To ensure route freshness, AODV employs sequence numbers. 

They are loop-free and self-starting, and they grow to numerous mobile nodes. 

Until connections are made in AODV, networks are silent. Network nodes that 

require connections post a request for connections. The other AODV nodes forward 

the message and record the source node of the connection request. They thus 

construct numerous temporary pathways to the node making the request. A node 

that receives such messages and holds a route to the desired node sends a backward 

message to the inquiring node through temporary routes. The requesting node 

follows the path that involves the fewest hops across other nodes. The entries in 

routing tables that are not used after a while are recycled. In the event that a link 

fails, the procedure is repeated, and the sending node receives a routing error. 
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Fig: 3.1 Propagation of the RREQ. 

 

 

 

 

Fig: 3.2 Path of the RREP to the source. 

 

Route Maintenance: To address changes in network topology, AODV employs a 

route maintenance mechanism. RERR messages are used by AODV to alert 
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impacted nodes to update their routing tables in the event that a connection in the 

established route fails or a new node wishes to join the network. To avoid routing 

loops and stale routes, AODV also employs a sequence number system. 

Scalability: In large ad hoc networks with changeable topologies, AODV is 

intended to be scalable. By creating routes only, when necessary, it reduces the 

overhead associated with route discovery and management. Additionally, it 

employs a "soft state" strategy that reduces the storage needs at each node by having 

routing information expire after a predetermined period if it is not refreshed. 

Loop Freedom: To avoid routing loops, AODV employs a sequence number 

technique. Only routes with greater sequence numbers are thought to be valid; each 

node keeps a sequence number for each destination. A node avoids routing loops 

by updating its routing table with the current sequence number and discarding 

routes with lower sequence numbers when it receives a route request or route reply. 

Interoperability: The AODV routing protocol is open-standard and compatible 

with various routing protocols. It allows for flexibility in network design and can 

be utilized in mixed networks where different nodes may be using various routing 

protocols. 

Security: Because AODV lacks integrated security features, it is susceptible to a 

number of attacks, such as route spoofing, route flooding, and black hole attacks. 

However, numerous studies are being done to improve AODV's security through 

the use of encryption, authentication, and other security mechanisms. 

Research and Applications: AODV has received a lot of attention in the field of 

wireless ad hoc networks and has been utilized in a variety of applications, such as 

military networks, disaster recovery scenarios, sensor networks, and vehicle 

networks. To increase AODV's functionality, security, and scalability in various 

situations, researchers have suggested a number of adjustments and improvements. 
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Popular reactive routing technology AODV for wireless ad hoc networks 

establishes routes between nodes using a distance vector technique and on-demand 

route finding. It is interoperable, scalable, and loop-free but does not have built-in 

security features. Researchers continue to suggest improvements to AODV to 

improve its performance and security in various settings despite the fact that it has 

been extensively studied and deployed in a variety of applications. 

 

● Node A wants to send a message to node E. 

● A valid route must be created between A and E. 

 

Fig: 3.3 Node A sending message to node E. 

● Node A generates a RREQ message with initial time to live TTL of 1 

and broadcast it to its neighbors. (In this case node B). 

● The IP addresses of node A and node E are among the other things that are 

contained in the message. 

● Node B will send an RREP message back to node A IF it has an active route to 

node E. 

 

 
 

Fig: 3.4 Node A generates a RREQ (Route Request) message with initial time to 

live TTL. 
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●  If A sets a special flag in the RREQ message, node B will also send a “gratuitous” 

RREP message to node E. 

● If node B needs to establish a TCP connection with A in order to transmit packets 

back, then this will be required. 

● If it is a gratuitous RREP, RREP messages are unicast to the following hop in the 

direction of the originator or destination. 

● A will rebroadcast the RREQ message with an increased TTL value if it does not 

receive an RREP message within a predetermined amount of time. 

 

 

 

Fig: 3.5 Node A sets a special flag in the RREQ message. 

● Default increment is 2 

● As RREQ messages are forwarded, "reverse" routes to the originator, in this case 

node A, are established. 

● When A receives an RREP message, an active route is created. 

● The network utilization is kept low by this behavior (incrementing TTL). 

Maintaining Sequence Numbers 

● Sequence numbers must be properly preserved in order to prevent the "counting to 

infinity" issue and keep the AODV from looping. 

● Forwarding nodes only change the recorded sequence number for a particular 

destination when sending RREP messages if: 

– The routing table's sequence number is incorrect, or 

– When compared to the stored number, the sequence number in the RREP message 

is higher, or 

– Even though the route is identified as inactive, the sequence numbers are the 

same. 



29 

 

– The RREP message's hop count is lower even if the sequence numbers are the     

same. 

● Nodes must increase their own sequence number prior to broadcasting an RREQ 

message. 

● Destination nodes increase their sequence numbers when the RREQ's sequence 

number and the one they have stored match. 

 

Link Breaks: 

● Using accessible data link or network layer techniques, nodes can maintain track of 

connectedness to neighbors. 

● RERR message processing is initiated when: 

– Node discovers a broken link in the subsequent hop of an active route, or 

– Receives a packet of data going to a node for which it has no (active) route, 

– A neighbor sends an RERR message for at least one active route in the receiving 

router's routing table.       

 

● Before transmitting to nodes in the precursor list, nodes must increase the 

destination sequence numbers of the routing elements provided in the RERR 

message. 

● Receiving nodes only need to compare the message's sequence numbers with their 

own. 

● Any node, whether sending or receiving, must also flag these routing entries as 

invalid. 

● This provides loop-freedom by ensuring that no predecessors may respond to an 

RREQ from a node on their successor path. 

 

● In the end, Route Requests (RREQ) messages are returned to the sender, who may 

then start another RREQ message. 

Local Repairs: 

 

● Nodes detecting a link breakage can choose to repair the link if possible. 
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● Simple broadcasting of an RREQ message and an increase in the target sequence 

number are all that the node does. 

● The repair was successful if it receives an RREP message. 

Security Considerations: 

● Currently AODV has no security measures built in. 

● If the network membership is known, AODV control messages can be verified as 

genuine. 

2) DSR - Dynamic Source Routing: 

When utilizing the source-initiated method of DSR, the source node chooses the 

complete route to the destination node and includes it in the packet header. A source 

node checks its routing cache to see if it has a workable route before forwarding a 

packet to a destination node. If not, it sends an RREQ packet to its neighbors to 

begin the route discovery process. The RREQ is flooded throughout the network 

until it reaches the destination node, or a node with a sufficiently fresh path there. 

A route is created when a RREP packet is sent back to the source node from a 

destination node or an intermediary node that has a functional route. 

Route Maintenance: To address changes in network topology, DSR employs a 

route maintenance mechanism. RERR packets are used by DSR to alert impacted 

nodes to update their routing caches in the event that a connection in the established 

route fails or a new node wishes to join the network. DSR also employs a sequence 

number technique to avoid stale and looping routes. 

Scalability: In large ad hoc networks with changeable topologies, DSR is intended 

to be scalable. By creating routes only, when necessary, it reduces the overhead 

associated with route discovery and management. Additionally, it employs a "soft 

state" strategy that reduces the storage needs at each node by having routing 

information expire after a predetermined period if it is not refreshed. 
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Loop Freedom: To avoid routing loops, DSR employs a sequence number 

technique. For each destination, each node keeps a sequence number, and only 

routes with higher sequence numbers are taken into consideration as genuine. A 

node updates its routing cache with the current sequence number and discards 

routes with lower sequence numbers when it receives a route request or route reply 

in order to prevent routing loops. 

Interoperability: DSR may work with different routing systems because it is an 

open standard routing protocol. It enables flexibility in network architecture by 

enabling use in mixed networks, where different nodes may employ various routing 

protocols. 

Security: Because DSR lacks integrated security features, it is susceptible to a 

number of attacks, including as route spoofing, route flooding, and black hole 

attacks. However, numerous studies are being done to improve DSR security by the 

use of encryption, authentication, and other security mechanisms. 

Research and Applications: Mobile ad hoc networks, sensor networks, and 

Internet of Things (IoT) networks are just a few examples of the wireless ad hoc 

networks for which DSR has been extensively studied and employed. DSR has 

undergone a number of adjustments and improvements that researchers have 

suggested to boost its functionality, security, and scalability in many situations. 

DSR is a well-liked reactive routing technology for wireless ad hoc networks that 

establishes routes between nodes using a source-initiated method and on-demand 

route discovery. It is interoperable, scalable, and loop-free but does not have built-

in security features. Researchers continue to suggest improvements to DSR to 

improve its efficiency and security in various settings despite the fact that it has 

been the subject of extensive research and is utilized in many applications. 

● When node S needs to deliver a packet to node D but is unsure of the route there, 

node S starts a route discovery process. 
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● Source node S continuously sends route request RREQ packets, also known as 

query packets, to the network. 

● In the packet header, each node adds its own address before transmitting the RREQ. 

 

 

 

 

 
Fig: 3.6 Route Discovery in DSR. 

 

 

 

 

 

 
Fig: 3.7 Route Discovery in DSR1. 

In Fig:3.6,3.7, The dark node is an instance of a node that has been provided with 

RREQ for D by S. [X,..,..] is a list of addresses that was appended to RREQ. Once 

a node receives an RREQ, it broadcasts it once more. 
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Fig: 3.8 Route Discovery in DSR2. 

In Fig: 3.8, Destination D receives RREQ via G and F. It does not broadcast it 

further. 

Route Discovery in DSR: 

● After receiving the initial RREQ, Destination D sends a Route Reply (RREP). 

● The route used to send RREP is created by reversing the path used to send RREQ. 

● The reverse route from S to D, on which node D got RREQ, is included in RREP. 

 

 

 
 

Fig: 3.9 Route Reply in DSR. 
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Route Caching in DSR: 

● Node ‘S’ on receiving RREP, “caches” the route included in the RREP. 

● The complete route is contained in the packet header when node S transmits data 

to node D. 

● Hence the name source routing. 

● The source route contained in a packet is used by intermediate nodes to decide who 

a packet should be forwarded to. 

 

 

 

 
Fig: 3.10 Data Delivery in DSR. 

In Fig: 3.10, Source route size grows with route length.  

Route Error: 

● When a data packet is forwarded, a RERR is produced and propagated backwards 

if the next hop link is broken. 

● RERR contains the failed link info. 

● Any cached route containing the failed link is removed by S when it receives 

RERR. 
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Fig: 3.11 Route Error. 

 

 

 
Fig: 3.12 Route Error1 

 

 

                                               
Fig: 3.13 Route Error2 

 

Aggressive Route Caching: 

● Every node stores a new route it discovers in its cache. 

● Node S learns the path [S, E, F] to node F after discovering the route [S, E, F] to 

node D. 
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● Node G learns the route [G, C, S] to node S when it gets RREQ [S, C] intended for 

node D. 

● The route [F, D] to node D is learned by node F when it forwards RREP [D, F, E, 

S]. 

● To put it simply, when a packet is forwarded, every node in the source route 

contained in the packet is learned by the receiving node. 

 

 
Fig: 3.14 Caches on Selected Nodes After one RREQ-RREP Cycle. 

Contents of Caches on Selected Nodes After one RREQ-RREP Cycle: 

● A cached route is represented by [P, Q, R] at node P. 

● For the same destination, more than one route may be cached. 

● Route caches can be implemented using small data structures, such trees. 

 

Use of Route Caching: 

Salvaging: Node S uses a different route from its local cache if one exists to node 

D when it finds that a route to node D is broken. If not, node S starts the route 

discovery process by submitting a route request. 

Reply from Cache: If Node X knows a route to Node D, it can deliver a Route 

Reply in response to getting an RREQ for some Node D. 

Aggressive use of route cache:  Can speed up route discovery. or can reduce 

propagation of route requests. 
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Dynamic Source Routing: Advantages: 

Source routing: No special mechanism needed to eliminate loops. 

On demand routing: Only routes between nodes that require communication are 

kept. lowers route maintenance costs. 

 

Route caching: Can lower overhead associated with route discovery. As a result 

of intermediate nodes responding from nearby caches, a single route discovery may 

reveal numerous paths to the desired destination. when the path breaks, useful.  

Dynamic Source Routing Disadvantages:  

Stale cache problem: An intermediary node might contaminate other caches by 

sending a route reply using an outdated cached route. If a mechanism to remove 

(possibly) invalid cached routes is included, this issue can be mitigated. 

Current research: How to invalidate caches 

effectively. Example: Timer-based. Or propagate the route 

error widely. 

3) DSDV - Destination Sequenced Distance Vector: 

Routing Method: DSDV is a proactive or table-driven routing protocol, in which 

each node keeps track of a routing table that details the paths to all destinations that 

can be reached in the network. To keep the routing information current, the routing 

table is updated as needed or at regular intervals. Each item in the routing table 

contains the address of the destination node, the quantity of hops required to get 

there, and a sequence number. 

Sequence Numbers: Sequence numbers are used by DSDV to distinguish between 

outdated and up-to-date routing information. The sequence number for that 

destination is increased each time a node modifies its routing database. A node 

considers a routing update to be fresh and updates its routing database when it 

receives one from a neighbor with a higher sequence number. This guarantees that 

nodes have access to the most recent routing information and helps prevent routing 

loops. 

Route Selection: The minimal hop count statistic is used by DSDV to choose 

routes, with the route with the fewest hops being the recommended route. 
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Nevertheless, depending on the needs of the network, DSDV can also be set up to 

use different metrics, such as bandwidth or link quality. 

 

Periodic Updates: In order to guarantee that every node in the network has 

consistent routing information, DSDV regularly broadcasts its routing table to its 

neighbors. Depending on the dynamics of the network and the desired level of 

overhead, the frequency of updates can be changed. 

Route Maintenance: Based on modifications to the network topology, DSDV 

updates its routing table. A node notifies its neighbors of changes by sending an 

update whenever a link fails or a new node joins the network. As a result, the 

affected nodes update their routing tables in a process known as a route update. 

Scalability:  Due to the frequency of updates and the size of the routing tables, 

DSDV may have scalability problems. The overhead of updates and the storage 

needs at each node rise together with the network growth. To increase the 

scalability of DSDV, academics have suggested a number of optimizations, 

including partial updates and route aggregation. 

Research and Applications: Numerous wireless ad hoc network applications, such 

as military networks, vehicle networks, and mobile ad hoc networks, have made 

extensive use of DSDV. To enhance DSDV's functionality, scalability, and 

situation adaptability, researchers have suggested improvements and 

enhancements. 

DSDV is a proactive routing technique that keeps track of routing information in 

wireless ad hoc networks using a table-driven methodology and regular updates. It 

offers route selection based on hop count or other criteria and employs sequence 

numbers to guarantee current routing information. The performance of DSDV has 

been the subject of much research and use in numerous applications, and academics 

continue to suggest improvements and optimizations to raise that performance in 

various contexts. 

A table-driven routing protocol called the Destination-Sequenced Distance Vector 

(DSDV) protocol is based on an enhanced version of the traditional Bellman-Ford 

routing algorithm. The Routing Information Protocol (RIP), on which DSDV is 

based, allows a node to maintain a routing table with all potential network 

destinations and the number of hops needed to reach each one. DSDV uses 

bidirectional connectivity and is also based on distance vector routing. The fact that 

DSDV only offers one route for a source/destination pair is one of its drawbacks.  
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Routing Tables: 

This protocol's routing table has an easy-to-understand structure. The associated 

sequence number for each database entry rises each time a node sends an updated 

message. To ensure consistent data as the topology of the network changes, routing 

tables are regularly updated and transmitted throughout the network. Each DSDV 

node maintains two routing tables: one for incremental routing packet advertising 

and the other for packet forwarding. Routing data sent by a node includes the 

destination address, the number of hops required to get there, a new sequence 

number, and the destination's sequence number. When the topology of a network 

changes, a detecting node updates its neighbors by sending them a packet of 

information. After taking information from an update packet, it receives from a 

neighboring node, a node adjusts its routing table in the manner described below. 

DSDV Packet Process Algorithm:  

1. If the new address has a higher sequence number, the node chooses the route 

with the higher sequence number and discards the route with the lower sequence 

number. 

2. If the entering sequence number matches that of an existing route, the least 

expensive route is selected. 

3. The metrics that were selected based on the updated route information are all 

increased. 

4. This process continues until all nodes have received the updates. If there are 

duplicate updated packets, the node weighs keeping the one with the lowest cost 

metric and rejecting the others.                

The DSDV protocol's packet overhead raises the overall number of nodes in the ad 

hoc network. Because of this, DSDV is appropriate for small networks. Large ad 

hoc networks experience increased overhead and mobility rates, which cause the 

network to become unstable to the point where updated packets may not arrive at 

nodes in a timely manner.  

4) OLSR - Optimized Link State Routing 

For MANETs and wireless mesh networks, the proactive routing protocol OLSR 

was created. It is based on the idea of link-state routing, in which every node in the 

network keeps track of the connectedness of every other node. The shortest path 
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between two network nodes is calculated using this information. The OLSR 

protocol is made to reduce network overhead and the quantity of packet 

transmissions necessary to keep the network connected. This is accomplished by 

choosing a subset of network nodes to serve as relays using a multi-point relay 

(MPR) selection method. By forwarding control messages to their neighbors, these 

MPR nodes minimize the number of transmissions necessary to maintain network 

connectivity. To lessen the quantity of control traffic in the network, OLSR 

additionally employs a method referred to as MPR. In this method, each network 

node chooses a group of MPR nodes to relay its control signals to other nodes in 

the network [5]. The volume of control traffic in the network is decreased by OLSR 

by lowering the number of nodes that must receive control messages. The usage of 

a "hello" message by each node in the network to announce its presence and share 

details about its neighbors is another significant aspect of OLSR. This enables each 

node to keep track of a list of its neighbors and the state of their connectivity. In 

comparison to other routing protocols, OLSR provides a number of benefits, 

including the capacity to accommodate vast networks with a high level of mobility, 

low overhead, and quick topology adaptation. It does have some drawbacks, 

though, like the fact that it depends on a centralized MPR selection process, which 

might lead to scalability concerns in very big networks. A proactive routing system 

called Optimized Link State Routing (OLSR) employs link-state routing and MPR 

selection to cut down on network overhead and the quantity of packet transmissions 

necessary to keep the network connected. It is intended for MANETs and wireless 

mesh networks, and it has a number of benefits and drawbacks to take into account 

when selecting a routing protocol for a certain network. 

OLSR Architecture: 

The idea of link-state routing serves as the foundation for OLSR's architecture. In 

link-state routing, each node keeps track of the network topology and uses that 

knowledge to choose the most direct route to other nodes. Using a flooding 

technique, each node broadcasts its link-state information to every other node in the 

network in order to exchange this information. The optimum route to other nodes 

is then determined by each node using this information to create a map of the 

network topology. Because OLSR employs proactive routing, it continuously 

changes routing data even when no traffic is being transmitted. As a result, network 

performance is enhanced and communication setup delays are reduced. NIL and 

the OLSR Layer are the two levels that make up the OLSR protocol. The OLSR 

Layer is in charge of managing the routing function, whereas the NIL is in charge 

of controlling the network's physical and data connection layers. Topology Control 

(TC) messages and Hello messages are the two communication types used by the 
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OLSR protocol. In order to establish and preserve neighbor relationships between 

nodes, hello messages are utilized. TC messages are used to update routing tables 

and convey topology data between nodes. Every node in the network keeps a 

routing table that details the most direct route to other nodes. Based on the data in 

TC messages, the routing table is modified. 

 
Fig: 3.15 Architecture OLSR Routing Protocol. 

 

OLSR Operations: 

MPR, a technique used by OLSR, is used to find and keep track of routes between 

nodes. Each node in MPR chooses a group of nodes, known as its MPR set, to relay 

messages on the node's behalf. A node sends a message to one or more nodes in its 

MPR set when it wants to communicate with another node. The message is then 

forwarded by these nodes to additional nodes in their MPR sets until it reaches its 

target node. Multiple interfaces can be used with OLSR, enabling nodes to talk to 



42 

 

one another across various wireless channels. Because of the decreased interference 

and increased bandwidth, this can aid in network performance improvement. 

OLSR Advantages and Disadvantages: 

The effectiveness and scalability of OLSR is one of its benefits. OLSR can establish 

connection between nodes more quickly than other routing protocols because it 

takes a proactive approach to routing. A large-scale mesh network with numerous 

nodes is another environment where OLSR performs effectively. The use of OLSR 

does have some drawbacks, though. One is that it may be susceptible to network 

splintering and link failures. Each node depends on its neighbors to relay messages, 

thus if a link breaks or a node is left alone, it may interfere with other nodes' 

capacity to interact. Furthermore, there are no security safeguards offered by OLSR 

to guard against malicious attacks or unauthorized access. 

Vehicular Ad-hoc Network (VANET) Routing Protocol: 

The MANET variant known as VANET is specifically created for vehicle 

communication. It enables communication between vehicles either directly or via 

infrastructure elements like roadside units (RSUs). A routing protocol is required 

to create and maintain routes between vehicles in order to permit communication 

between them. The VANET Routing Protocol was created with this objective in 

mind. A hybrid protocol, the VANET Routing Protocol combines proactive and 

reactive methods. The spatial routing component and the network routing 

component make up its two halves. Establishing routes connecting vehicles based 

on their geographic locations is the responsibility of the geographic routing 

component. It locates each car using the Global Positioning System (GPS) or other 

location-based technologies. The protocol then creates a virtual map of the network 

topology using this data. Based on the position of the destination vehicle, this 

virtual map is utilized to identify the next hop for a packet. The network routing 

component is in charge of updating the routing database and planning routes 

between vehicles that are out of wireless communication range with one another. 

To build and sustain these pathways, it combines proactive and reactive strategies. 

Maintaining a routing table with details on each vehicle in the network and their 

connectivity is a proactive strategy. When a vehicle wants to communicate with 

another vehicle that is outside of its communication range, reactive techniques are 

employed to construct routes on demand. A number of techniques are also included 

in the VANET Routing Protocol to guarantee the communication's dependability 

and security. For instance, it employs message authentication codes (MACs) to 

guarantee message integrity and guard against tampering. Additionally, it makes 
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use of digital signatures to protect against spoofing and guarantee the messages' 

validity. The protocol also features safeguards against flooding and ways to cut 

back on routing overhead. 

The VANET Routing Protocol is a hybrid protocol that establishes and maintains 

routes between vehicles in a vehicular ad hoc network by combining geographic 

and network-based methodologies. It has features to reduce flooding risk and 

optimize routing overhead to provide dependable and secure communication 

between vehicles. 
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                                                                                          CHAPTER-4  

 

EXPERIMENT & RESULT ANALYSIS 

1) Software and Tools Used:  

Operating System: Ubuntu 22.04.2 LTS (highly compatible with ns-3). 

Ubuntu is a well-liked Linux-based operating system that has a simple interface 

and is simple to use. Since its initial release in 2004, it has grown to rank among 

the most popular Linux distributions worldwide. Because Ubuntu is open-source 

software, anyone can modify and distribute it and use it for free. Ubuntu's emphasis 

on simplicity and use is one of its distinguishing characteristics. Both inexperienced 

and seasoned users can use the user interface because it is made to be simple to use 

and intuitive. Additionally, the system is made to be simple to install, with a 

graphical installer that leads users step-by-step through the procedure. Ubuntu's 

focus on security is another key characteristic. To help shield users from online 

threats, the operating system includes built-in security features like a firewall and 

encryption tools. In order to maintain the system current and secure against the most 

recent threats, Ubuntu also regularly releases security updates and patches. One of 

Ubuntu's advantages is its enormous collection of software programmers, all of 

which can be downloaded for free through the Ubuntu Software Centre. This 

contains a variety of widely used programmers, including media players, 

productivity programmers, and web browsers. Additionally, a thriving developer 

community produces and maintains software packages for Ubuntu, guaranteeing 

that users have access to a broad selection of top-notch software. Overall, Ubuntu 

is a powerful and adaptable operating system that gives users a number of 

advantages. Ubuntu is unquestionably a platform worth considering, whether you're 

a newbie user searching for a user-friendly interface or an experienced user seeking 

for a secure and reliable one. 
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Ns3 Tool: Version 3.36.1. 

It is common practice to model and simulate different network protocols, 

technologies, and scenarios using the open-source network simulation programme 

known as NS-3. In order to enable researchers and developers to test and assess 

new networking technologies and algorithms, it is created to provide an accurate 

and realistic picture of network behavior and performance. The modular 

architecture of NS-3, which is built in C++, enables users to quickly add new 

features and components to the system. The programme offers a vast library of pre-

built models for various network elements, including WLAN nodes, switches, and 

routers. This makes it possible for users to set up and execute simulations for a 

variety of scenarios fast. The flexibility of NS-3 to represent both wired and 

wireless networks is one of its primary characteristics. It offers a selection of 

wireless models for various technologies, including Wi-Fi, LTE, and 5G, enabling 

users to replicate actual wireless networks with accurate propagation, interference, 

and mobility models. Additionally, NS-3 offers a robust and adaptable scripting 

language that enables users to define intricate network topologies and scenarios. 

Users can define the behavior of network components, traffic patterns, and network 

topology using this scripting language. Using Python or C++, users can define their 

own models and components. The capability of NS-3 to produce thorough output 

and data for each simulation run is another important feature. This enables users to 

examine and assess how various network protocols and technologies function in 

various contexts. The output formats offered by NS-3, including as graphical and 

textual forms, make it simple to analyze and view the outcomes of simulations. All 

things considered, NS-3 is a strong and adaptable network simulation tool that 

offers a variety of features and capabilities for simulating and analyzing network 

protocols and technologies. It is the perfect option for researchers, developers, and 

students working in the subject of networking because of its modular architecture, 

versatile scripting language, and rich output and statistics. 
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VMware: 

A single physical computer may operate several virtual machines (VMs) thanks to 

VMware, a virtualization technology. For a variety of uses, from testing and 

development to production deployments, it is a well-liked method for building and 

administering virtualized environments. VMware's capability to segregate 

virtualized environments from one another and abstract hardware resources is one 

of its main advantages. This enables several virtual machines to operate 

independently on a single physical server, which can improve resource utilization 

and boost productivity. The fact that VMware can support a variety of operating 

systems and apps is another key advantage. For developers and IT experts who need 

to test and run various software configurations in a controlled environment, this 

makes it the perfect answer. Overall, VMware is a powerful and adaptable 

virtualization technology that offers users a number of advantages. It is the perfect 

solution for a variety of use scenarios, from testing and development to production 

deployments, thanks to its ability to abstract hardware resources, support a wide 

range of operating systems and applications, and offer advanced management 

capabilities. 

Wireshark: 

It is a free and open-source packet analyzer called Wireshark is employed in 

software and communication protocol creation, analysis, network troubleshooting, 

and education. It is compatible with Linux, Windows, macOS, and other Unix-like 

operating systems. Users of Wireshark can record and examine network traffic in 

real-time, and it offers comprehensive details about the packets that are being sent 

over the network. 

2) Commands Used: 

1. $ sudo apt update  
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2. $ sudo apt install g++ python3 python3-dev pkg-config sqlite3 cmake python3-

setuptools git qtbase5-dev qtchooser qt5-qmake qtbase5-dev-tools gir1.2-

goocanvas-2.0 python3-gi python3-gi-cairo python3-pygraphviz gir1.2-gtk-3.0 

ipython3 openmpi-bin openmpi-common openmpi-doc libopenmpi-dev autoconf 

cvs bzr unrar gsl-bin libgsl-dev libgslcblas0 wireshark tcpdump sqlite sqlite3 

libsqlite3-dev  libxml2 libxml2-dev libc6-dev libc6-dev-i386 libclang-dev llvm-

dev automake python3-pip libxml2 libxml2-dev libboost-all-dev  

 

 

Fig: 4.1 Installing the packages for NS3 Tool. 

 

3. Downloaded ns-allinone-3.36.1.tar.bz2 from the website nsnam.org and unzip the 

file using $ tar jxvf ns-allinone-3.36.1.tar.bz2. 

4.  $ cd ns-allinone-3.36.1/  

5. $ ./build.py --enable-examples --enable-tests 
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Fig: 4.2 Creating build of the NS3 packages. 

6. $ ./ns3 run hello-simulator 

 

Fig: 4.3 Running the hello-simulator file using Ns3 command. 

7. $. /ns3 run scratch/first.py 
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Fig: 4.4 Running the first.py in build script. 

3. Network Protocol Simulation: 

3.1 AODV - Ad Hoc on Demand Distance Vector: 

Output: 
 

 
Fig: 4.5 Running the script for Aodv Routing Protocol. 
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Fig: 4.6 Receiving data packets in Aodv Routing Protocol. 

 
 
3.1.2 Aodv Routing Table: 

 
 

 
 

Fig: 4.7 Routing table for Aodv Routing Protocol. 
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Fig: 4.8 Routing table represents Destination, Gateway and Interface of each 

node. 

 

 
 

Fig: 4.9 Analyzing packets in Aodv Routing Protocol using Wireshark. 

 

 
 

 

 



52 

 

3.2 DSDV - Destination Sequenced Distance Vector: 

Results:  
 

 
Fig: 4.10 Running the script for DSDV Routing Protocol. 

 
 
 

 
Fig: 4.11 Analyzing packets in Dsdv Routing Protocol using Wireshark. 
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3.3 DSR - Dynamic Source Routing: 

Result:  
 

 
 

Fig: 4.12 Creating build for the Dsr code script. 

 
 

 
Fig: 4.13 Creating Message type, Source ID for each node in Dsr Routing 

Protocol. 
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CHAPTER-5 

 

CONCLUSION 

Internet of Vehicles (IoV) is a new field relatively but it has the potential to change 

how we interact with our cars and the transportation system. In order for vehicles 

to connect with one another and the surrounding infrastructure, network routing is 

an essential part of the Internet of Vehicles (IoV). The future of network routing in 

the IoV involve a variety of cutting-edge technologies and design concepts, 

including edge computing, machine learning, 5G networks, blockchain technology, 

cooperative intelligent transport systems (C-ITS), multi-hop communication, 

dynamic routing, AI-assisted routing, hybrid networking, and QoS-aware routing. 

The total performance of the transportation system improved by these technologies 

and design concepts, which make it possible to provide more dependable, safe, and 

efficient transportation. Network routing algorithms become more and more crucial 

as the IoV field develops if we are to create a connected, effective, and sustainable 

transportation system. There are many advantages to network routing in IoV. 

Network routing, for instance, it increases the effectiveness of the transport system 

overall and aid to decrease traffic congestion and improve road safety. The 

development of cooperative driving techniques, like platooning, where many 

vehicles move closely together to lessen wind resistance and fuel consumption, 

facilitated by network routing by allowing cars to interact with one another and 

with the surrounding infrastructure. Network routing also makes it possible to 

monitor and predict traffic in real-time, which utilized to improve route design and 

shorten trip times. Additionally, network routing make it possible for vehicles 

nearby to receive warnings about dangerous road conditions or impending 

obstacles, among other safety-critical information. Network routing, in general, is 

a crucial element of IoV that has the ability to completely change the way we think 

about transportation. Network routing become increasingly more crucial as the IoV 



55 

 

field develops if we are to create a connected, effective, and sustainable 

transportation system. 

Along with the aforementioned advantages, network routing in IoV has the 

potential to open up new business models and revenue streams. The creation of new 

services and applications, such as personalized navigation and predictive 

maintenance, it made possible by network routing, for instance, by enabling the 

collecting and analysis of enormous volumes of data. Subscription-based business 

models or the sale of data access to outside businesses are two ways these services 

made profitable. The creation of new mobility services, like ride- and car-sharing, 

which can be accessible through a mobile app, also be made possible by network 

routing. This increases consumer convenience and flexibility while lowering the 

number of automobiles on the road and the resulting environmental effect. Overall, 

IoV network routing has the potential to generate substantial economic value and 

promote innovation in the transportation sector. As a result, in the years to come it 

is going to be a major factor in growth and competitiveness. 

Future work 

The Internet of Vehicles (IoV) ecosystem require a variety of cutting-edge 

technologies and architectural concepts for network routing in the future. These 

include edge computing, AI-assisted routing, 5G networks, blockchain technology, 

cooperative intelligent transport systems (C-ITS), multi-hop communication, 

dynamic routing, AI-assisted routing, hybrid networking, and QoS-aware routing. 

We will be able to travel in a way that is more reliable, safe, and efficient thanks to 

these technologies and design concepts, which ultimately change how we interact 

with our cars and the transportation system. These new technologies included into 

network routing algorithms in IoV, allowing for real-time adaptation to changing 

conditions, prioritization of vital data, more effective data transfer, and an 

improvement in the system's safety and effectiveness. The development of routing 

algorithms and protocols that can cope with the difficulties of dynamic network 
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topology, high vehicle mobility, and many types of communication is a future task 

in network routing in the Internet of Vehicles (IoV) environment. In order to 

increase routing performance, cutting-edge technologies like SDN and NFV are 

being researched, and to fend off intrusions, efficient and secure routing methods 

are being created. Artificial intelligence and machine learning approaches are being 

investigated to improve the effectiveness and efficiency of routing, and effective 

and scalable systems are being created to handle the massive volumes of data 

provided by connected automobiles and other IoT devices. 

1) Edge Computing: 

In context of the Internet of Vehicles, edge computing entails processing vehicle-

generated data closer to the vehicles themselves, at the network edge, as opposed 

to transmitting it to a central point for processing. The responsiveness of network 

routing algorithms can be enhanced and latency reduced as a result. Edge 

computing, for instance, enables routing decisions to be made in real-time based on 

the location and state of the vehicles. 

2) Machine Learning:  

Large amounts of car-generated data, including location data, traffic patterns, and 

vehicle performance data, can be analyzed using machine learning algorithms. 

Machine learning algorithms can create better routing decisions by finding patterns 

and trends in this data. In IoV situations where conditions can change quickly, 

machine learning algorithms are highly suited for use since they can adapt to 

changing conditions in real-time. 

3) 5G Networks: 

Compared to earlier generations of wireless networks, 5G networks offer higher 

data transmission rates and lower latency. Because they can quickly transmit and 

process large amounts of data, they are perfect for use in IoV environments. 5G 
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networks make it possible for routing algorithms to receive and digest data quickly, 

enabling more sophisticated routing decisions. 

4) Blockchain Technology:  

The security and privacy of data produced by automobiles can be helped by 

blockchain technology. Blockchain technology can reduce the likelihood of data 

theft or tampering by employing a decentralized ledger to store data. Greater 

transparency and accountability in the use of data produced by vehicles can be made 

possible by blockchain technology. 

5) Cooperative Intelligent Transport Systems (C-ITS):  

Vehicles can speak with one other and with infrastructure like traffic signals and 

road signs thanks to a technology called C-ITS. Vehicles can make better routing 

decisions based on real-time data by integrating C-ITS technology into network 

routing algorithms. For instance, C-ITS can warn a car and reroute it to avoid an 

accident if a car ahead of it is involved in one. 

6) Dynamic Routing:  

Dynamic routing algorithms can instantly adjust to shifting circumstances, which 

makes them ideal for usage in IoV contexts. Dynamic routing algorithms, for 

instance, can redirect cars to avoid accidents or traffic jams, making transportation 

safer and more effective. 
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