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ABSTRACT 

 
 

Humanity is fortunate to have the Internet, but it has also becoming more exploited. Social 

networking sites like Instagram and Twitter are where users most frequently express their 

ideas. It may annoy readers when users use harsh or inflammatory language. Code-switching 

is usually semantically difficult in linguistically diverse, low-resource languages, and there 

aren't many sophisticated methods for reliably detecting hate speech in real-world data.The 

goal of this study is to evaluate and compare the effectiveness of a number of deep learning 

algorithms created to find instances of hate speech on popular social media sites that use 

Hinglish (an English-Hindi code-mix) language. This article's goal is to look at a number of 

deep learning algorithms for identifying hate speech on popular social media platforms in 

English, Hindi, and Hinglish. In order to identify hate speech from tweets and comments in 

Hinglish, English, and Hindi tweets, we implement and analyse various deep learning 

approaches as well as a number of word-embedding techniques (Glove, Fasttext, Word2vec) 

using a consolidated dataset of about 21800 occurrences. 

In this paper, we applied and evaluated several deep learning algorithms along with different 

embedding techniques on a amalgamated dataset of 21748 instances, for speech recognition 

from comments, tweets, etc. CNN-Bi-LSTM with Fasttext word embedding technique provides 

the best results. It yield accuracy(0.72), precision(0.69), recall(0.69), F1-score(0.72) and ROC- 

AUC(0.76). 



1  

 

Chapter 1 
 

Introduction 
 

 

 
 

Along with population expansion during the past decade, the popularity of social media has 

expanded dramatically. Social networking platforms such as Twitter and Facebook enable in- 

dividuals to express and share their opinions on a worldwide scale, which has led to an influx 

of text data in these sites. Although these social media websites give forums for people to 

engage, they also have a negative side. The extensive use of such platforms has resulted the 

dissemination of provocative and hostile information, resulting in cyber violence. 

Online social networking channels are not only a source of amusement or a place for people 

to talk to one another; rather, in this age of information technology, they have also become an 

essential component of people’s social lives. The yearly rise in individuals using the internet 

is 31.2% points in India, which is more than 78 million people.   This   is   mostly due to the 

fact that children and young, particularly in India, are very enthusiastic about social media 

sites [3]. At the forefront of our social life is the vast social media platform. Currently, more 

than 29% of India’s population uses social media [10]; this percentage is expanding quickly. 

Contradictory ideologies and nasty content on the Internet have increased as social media usage 

has grown. Hate speech is defined as “public communication that expresses hate or advocates 

violence towards a person or group based on anything such as race, religion, sex, or sexual 

orientation,” according to Wikipedia [13], which cites the Cambridge dictionary definition of 

the term. The term “hate speech” refers to a number of comments, both written and spoken, that 

advocate, encourage, support, or excuse acts of hatred, violence, or prejudice directed towards 

an individual or group of individuals for a variety of reasons [1]. 

Because of hostile rhetoric, there is the possibility of hatred and violence crimes being 

committed. Exposure to it has the potential to have dramatic effects on a person’s mental state, 
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including increased tension, anxiety, sadness, and desensitisation. There has been a link shown 

between victimisation in either its direct or indirect form and increased incidence of substance 

abuse [2]. Handling such a massive amount of data on social media platforms is not a simple 

task. On average, Twitter processes around 6,000 new tweets every second. In 2021, Instagram 

had around 1.386 billion active users, while Facebook had 2.85 billion users and 1.3 billion 

people were using Facebook Messenger [2]. 

Individuals’ mental health is negatively impacted by hateful words [14]. During the COVID- 

19 outbreak, hate speech on Twitter has increased by around 9 times [21]. From June to Septem- 

ber 2019, YouTube reported around 500,000,000 hateful comments [9]. Numerous automated 

methods have been created to identify and prevent hateful speech, which has been identified as 

a major societal issue. 

After conducting extensive research, we have determined that a substantial amount of re- 

search has been conducted on the English language, and that it has been successfully applied 

in several bots including Twitter. However, its performance in India is low due to the linguistic 

diversity of its customers. The bulk of Indian users express themselves in Hinglish, a mixture 

of Hindi and English. Based on a survey of the relevant literature, it has been determined that 

relatively little research has been conducted employing deep learning-based algorithms for hate 

speech identification. Nevertheless, there is a significant performance disparity in the identi- 

fication of hate speech. The intricacy of language, in addition to non-standard variances in 

syntax, spelling, and interpretation of language, makes it a challenging process to identify hate 

speech and other objectionable information that may be present in social media. A significant 

amount of research has been conducted on the identification of hate speech from tweets written 

in English. However, as the use of local languages in social media continues to develop, there is 

a greater need for academics to analyse tweets in order to identify instances of hate speech. [5]. 

Facilities for social networking offer a channel via which information may be spread,   as 

well as our opinions, perspectives, and concepts about information. Because of this, local 

languages are beginning to incorporate ever more English into their vocabulary. The use of code-

mixed Hindi and English, sometimes known as Hinglish, is becoming more common- place 

among the majority of metropolitan populations across the world. The majority of social 

networking sites’ hate speech detection algorithms are unable to remove hateful and abusive 

information that is submitted in code-mixed languages. 
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Deep learning is being studied and developed for the purpose of detecting hate speech in Hinglish 

text. By combining elements of Hindi with English, the language known as Hinglish is becoming 

increasingly popular in South Asia and India. Speakers in these regions continue to become more 

aware of this unusual language phenomena. The peculiar blending of two languages makes it 

difficult to identify hate speech in Hinglish literature. 

The use of deep learning approaches has demonstrated the effectiveness of identifying hate speech 

across a variety of language domains, including English. Due to the intricacy of the presentation, it 

was successful in recognising expressions of hatred in a variety of languages. 

The absence of significant, labelled datasets presents one of the difficulties in detecting hate speech 

in Hinglish writing. Such datasets demand a large investment of time and money. However, some 

initiatives to produce Hinglish hate speech datasets have been made recently, such as the dataset 

created by Sharma et al. (2021). 

Several investigative inquiries have used convolutional neural networks (CNNs) and recurrent 

neural networks (RNNs) for identifying hateful expressions within Hinglish text as far as the 

application of advanced learning techniques is concerned. For instance, Singh et al. (2021) 

classified Hinglish text as hate speech or non-hate speech using a mix of CNNs and RNNs. On a 

small dataset, their approach produced accuracy of about 80%. 

Transfer learning, in which a model that has already been trained on a sizable English language 

dataset is refined on a smaller Hinglish dataset, is another method that has been utilised for hate 

speech identification in Hinglish text. Given the dearth of labelled datasets, this technique's use has 

proven effective in a number of additional languages, including Arabic and Turkish. The efficiency 

of transfer learning for detecting hate speech in Hinglish literature, however, requires further study. 

In the internet age, fake reviews have become a major problem. Fake reviews may ruin businesses' 

reputations, mislead customers, and cost money. To recognise false reviews and stop them from 

spreading, employ machine learning algorithms. 

Determine whether a review is genuine or not using hate speech recognition. Large datasets of 

reviews and their related labels (true or false) may be used to train machine learning algorithms to 

identify patterns and characteristics that discriminate between real and bogus reviews. 
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Consequently, the global hate speech detection rate, which is around 45 percent,  reduces even 

more when the material in Indian vernacular languages and slang’s is taken intoconsideration. 

Major contribution of the suggested work: 

• Outlining a method for deep learning to identify hate speech. 

 

• Here, twelve distinct deep learning models are examined. 

 

• A dataset of 21,748 records is used to evaluate the proposal 21,748 records.Threepublicly 

available datasets Kumar 2018 [32], Bohra 2018 [8], and HASOC 2021 [19]. 

 

Application 
 

There are several applications regarding the present attempt. We may utilise hate speech iden- 

tification in messaging bots and other apps to automatically filter out hostile information. Also, 

law enforcers and authorities may utilise it in order to detect hate speech and keep the peace 

and preserve law and order, particularly during protests and social disturbance. As is often 

observed, hate speech is used to incite mob violence against a certain religion, caste, or gen- 

der. This study may aid in reducing such negative occurrences in society, particularly against 

minority communities. 

 

Structure of Report 
 

The report is divided into five sections: 

 
• The second chapter outlines some earlier research work that inspired this study. 

 
• The third chapter discusses the proposed model with training dataset and assessment 

metrics and explains the main principles employed in its development. 

• The fourth chapter shows the produced findings and a comparison of the suggested work 

to the state-of-the-art, as well as the created caption with images. 

• Chapter 5 describes the conclusion and future work. 
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Chapter 2 
 

Literature Survey 
 

 

 

 
Objective 

 
Over the last decade, social media has adult dramatically in terms of each scale and utility as 

a communication tool. Because of the character of social media, anybody could publish no 

matter they want, in any position, whether it’s informative, conflicting, or simply concerning 

everywhere. These messages may be seen by ample people, consistent with the site. Different 

communities have multiple interpretations of improper content and ways of recognizing   it, 

but because of the volume of help, computerized approaches are a significant part of the job. 

This helps Hate speech is a major component of this offensive material. In the past, apps that 

used Deep Learning also established milestones in activities that were connected [6]. In this 

part, a literature overview on the identification of hate speech using deep learning algorithms 

is presented, along with publications providing data sets linked to the code mixing dataset in 

English and Hindi [27]. 

 
 

Previous Papers 

 
• A dataset with a mix of Hindi and English has been included in the study [16]. In the 

course of this research, the writers compile and annotate a collection of data in English 

and Hindi sourced from Twitter and Facebook. The corpus is created on three layers 

using the data from 18 thousand Tweets and 21 thousand comments posted on Facebook. 

The dataset in issue did not undergo any experimental testing over the course of this 

investigation. 
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• The research presents a concept for an autonomous vehicle that takes use of a compiled 

database of comments users have made on YouTube films. [18]. The dataset in question is 

comprised of 50,000 comments left on Youtube clips, and its data structure and potential 

applications are also included. In addition, the authors address the case study that was 

suggested for the corpus in order to acquire a better grasp of how the general public feels 

about driverless cars and how people react to accidents involving cars. 

 

• The authors of the work suggested text categorization by making use of English-Hindi 

Mixed text. [24]. In addition, the writers obtained random English-Hindi Mixed data 

from Facebook comments and news articles. They offered many different identification 

techniques based on the TF-IDF representation, and they came to the conclusion that the 

Radial Basis Function Neural Network was the strategy that produced the best results for 

classifying Hinglish text. 

• Deep Learning (DL) approaches for the identification of hate speech from English-Hindi 

code mix data on benchmark datasets were suggested by the authors of the research [15]. 

They tested with DL models. The results with the CNN model had an accuracy of 82.62 

percent, a precision of 83.34 percent, and an F-score of 80.85 percent. 

 

• The study [28] suggests analyzing data from social media platforms that include both 

Hindi and English code mixes. The monolingual embedding was used in the first part of 

the research, but in the second part, they used a supervised classifier that used transfer 

learning on an English dataset and then tested it on a code-mix dataset. The transfer 

learning was performed   on an English dataset. They recorded an increase of 0.019 points 

in the F1 score. 

 

• In a similar vein, the research [20] proposes a deep learning model to identify objection- 

able tweets written in Hindi or English. The authors of this work offer a unique twitter 

dataset, which they call ”Hindi-English Offensive Tweets,” in the course of their study 

(HEOT). The tweets were divided into three groups: those that were not objectionable, 

those that were abusive, and those that constituted hate speech. They evaluated the data 

using the CNN model and obtained an accuracy of 83.90%, a precision of 80.20%, a 

recall of 69.98%, and an F1-score of 71.45%. 
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• The authors of the article [22] developed a hate detection technique in each of the three 

languages they used (English, Spanish and Italian). They offered the methodology for 

measuring the association between abusive language and sexism, and they discussed the 

breadth of the problem when applied to cross-lingual platforms. Automatic Misogyny 

Identification (AMI) system provides the data that they use in their research, which they 

then analyse. As a way to wrap up their investigation, they observe that sexism is a kind 

of abusive language and that the suggested design offers dependable performance across 

all languages. 

• The authors ofthe research [11] developed a pipeline for the identification of hate-speech 

on social media platforms using English-Hindi code-mix data. Before making the sug- 

gested system their final product, the authors conducted regress comparison experiments 

using various benchmark datasets that were accessible. In addition to this, they examined 

the link between hate embeddings and social network-based characteristics and found 

that the suggested approach outperformed the state of the art in this regard. 

• They suggest a method based on deep learning in the study [26] for identifying the emo- 

tional state of hate speech. The authors compiled a dataset comprising over 10000 Hindi- 

English code mixes. They made the feature vectors with a bilingual model and used a 

deep neural network as the classification model. 

• Cyberbullying may be detected using an unsupervised learning algorithm proposed by 

Michele Di Capua and his colleagues [12]. Nearly 54,000 YouTube data sets were col- 

lected, and each one was meticulously annotated. The GHSOM was trained and tested 

using a K-fold technique with K = 10. As a consequence, they’ve improved their accu- 

racy by 64%. 

• Using deep learning, Hugo Rosa et al. (2018) [25] suggested a method for identifying 

cyberbullying. Using the Kaggle platform, they have gathered data for their study. Using 

CNN’s approach, they were able to get a 64.9 percent success rate with Google embeds. 

• Viviana Patti et al. (2019) [23] suggested a method that is based on hybridization to 

identify instances of hate speech. In this particular piece of research, they used two 

different models. They used a LSVC in their first model, and then they used a LSTM 
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neural model of word embeddings in their second model. Both models were developed 

by the same team. Joint learning to use a multilingual word embedding model had the 

highest results, scoring 68.7 percent on the F1-score scale. 

• Safa Alsafari et al. in 2020 [4] proposed a hate speech detection technique for Arabic social 

media.The data collection for this study was compiled utilising the Twitter search API. The 

data set was cleaned up during the data preprocessing by removing words like stopwords, 

URLs, punctuation, symbols, and tags that weren't necessary.To obtain 75.51 percent of the 

F1-score, they created a three-class categorization using CNN and Bert. 

 

When considering data that included a combination of Hindi and English, it was found 

during the course of a review of the pertinent literature that the method for identifying 

instances of hate speech has serious flaws. As may be seen in the following, three 

significant problems were located and fixed. One of the main problems is, to begin 

with, the lack of large datasets accessible for training. Second, the difficulties posed by 

mixed-code data have been overcome by combining tried-and-true techniques with state-

of-the-art new deep learning techniques. In the end, we conduct a detailed examination of 

all the methods using all the performance measures currently available. 

In particular, the following goals of machine learning-based hate speech identification 

are included: 

1. Machine learning models may be trained to recognise the patterns and characteristics 

of fake reviews, such as the use of certain phrases, the frequency of reviews from 

particular users, or unique review timings. 

2. Improving review quality: By eliminating fake reviews, users will have access to 

more accurate and useful information overall thanks to the platform's reviews. 

3. Maintaining the standing of the review platform: Customers may cease trusting 

reviews from a website that has a reputation for publishing fake reviews. By utilising 

machine learning to recognise and remove fake reviews, the platform can maintain its 

reputation for providing accurate and trustworthy ratings.4. Conserving resources and 

time 
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The process of manually checking each and every review for validity takes a lot of time and 

resources. Platform owners may save time and resources that could be utilised for other things 

by employing machine learning to automatically detect bogus reviews. 

Generally speaking, the main objective of hate speech identification by machine learning is to 

ensure that users can make informed decisions based on real and reliable assessments. 

1. Obtaining data The initial step is to collect information from other websites, such as social 

networking platforms, online marketplaces, and review websites. These data sources are able 

to provide information that is labelled and includes both fake and genuine reviews. It is 

essential to ensure that the data reliably and diversely covers various product categories, 

industries, and languages. 

2. Data pre-processing: After the data have been collected, they must be pre-processed to 

remove irrelevant information and perform text-cleaning operations like tokenization, 

stemming, and stop-word removal. The pre-processed data is used to produce a numerical 

representation, like a bag. 

3. Feature selection: Choosing the right features is essential for improving the model's 

performance and reducing the dimensionality of the input. In this step, the qualities that are 

most crucial for identifying whether reviews are genuine or fake are picked. Examples of 

feature selection techniques include the chi-square test, mutual information, and correlation- 

based feature selection. 

4. Model selection: Reviews may be classified using machine learning models such random 

forests, decision trees, logistic regression, and support vector machines. The data's 

characteristics and the essential performance requirements have an impact on the model 

selection. Either an unsupervised learning method, where the model finds patterns in the data 

without any labels, or a supervised learning strategy, where labelled data is utilised to train the 

model, can be used to teach the models. 

5. Model evaluation: Following model training, it is essential to evaluate the model's 

performance using measures like recall, accuracy, and F1 score. Cross-validation methods, 

such as k-fold cross-validation, can be used to ensure that the model is generalizable. 
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6. Model Compression: Out of all the models utilised, the best one is selected. 
 

 

 
 

 

 

 

 
Figure 2.1 System Methodology 
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Chapter 3 
 

Proposed Work 
 

 

In this section we describes the datasets we used for the work. It   states about the tasks we 

did regarding the pre-processing of the data. We also evaluated the deep learning approach 

in one of the subsections. In this part, an unique methodology for achieving state-of-the-art 

performance in identifying hate speech is presented. 

 

 

 
Table 3.1: Bohra-2018 dataset 

 

 
Text of the Tweet Label 

Pappu ka ye saja phansi se kam nahi 0 

Sir phansi nahi. .. sirf looted money wapas chaiya 0 

Code phatta hai toh phatne do, Mujhe project se nafrat ho gayi hai, Mujhe develop- 

ment team se hatne do 

1 

Narendra modi ura hopeless PM... Apne garib ko maar daala...... I hate u. ...... Sirf aap 
bol bacchan dete ho karte kuch bhi nhi ........ U r fake person 

1 

Provinces or Banana to achi baat hay. Magar Pakistani bun Jana to Fakhar ki baat 

hui na. Baat baat p nafrat. Achi nahi 

0 

mujhe to dono se hi nafrat he. par BJP se mujhe itni nafrat he Zindagi me ise vote 

nhi dunga. kyonki ye party vote ke laayak hi nhi he. 

1 

 

 

 

 

 

Dataset Description 

 
In the field of hate speech detection the researchers are now doing work from many years. We 

have quite a good availability of datasets in English language and also in some other native 

languages also like Arabic, French and Hindi. But main problem arise in the case of Hinglish 

datasets where we found that there are limited datasets and also relatively smaller. So, we 
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Table 3.2: hasoc-2021 eng-hin 
 

 
Text of the Tweet Label 

@srivatsayb Twitter is best of all app IStandWithTwitterIndia Modi want to control 

it to win election by spreading fake propeganda 

0 

@srivatsayb Feku will be in tension over losing 20 million followers and 48 million 

Bots if he bans Twitter!! Amit Malware will be doubly tensed as he will have to work 

double shifts to recreate all those bots in KOOAPP !!! I DONT think self loving feku 

will go for the ban. 

1 

@srivatsayb CONgress’ gulam dog always has to bark for every decision taken by 

GOI. 

1 

@srivatsayb We need India’s own Twitter, why not India own Twitter kind of app 0 

@srivatsayb yup lets make it an authoritarian regime, please help 1 

@srivatsayb Rahul Ka Gulam chamcha..gyan de RHA hai 1 

 
 

Table 3.3: Kumar-2018 
 

 
Text of the Tweet Label 

Only 13% of jio customers converted into prime, so they extended date 0 

Loot of people’s mandate, is it democracy? 1 

again the same thing in eyes of judiciary he is not terrorist he is accused in our eyes 

is terrorist and he deserved to kill who ever keep a bad eye on our nation he are she 

should be killed without no mercy 

1 

POSITIONAL BUY JPASSOCIATE ON EVERY DECLINE 13.00-10.50-7.50-5.50 

FOR TARGET 36 AND 56 (TIME FRAME 2-3 YEARS) 

0 

Abhijeet Ravi Yechuri don’t have an option than to rest in his laurels. 0 

Seriously? Bheem with those fat hands? 1 

 

 

 

merged three datasets publicly available to overcome the problem of smaller datasets. Below 

are the details of the three datasets used in our research including Kumar 2018 [29], Bohra 

2018 [8], and HASOC 2021 [19]. 

 
• Bohra 2018 [8]: In this dataset, we have 4579 rows of tweets out of 2,918(63.72%) 

rows are labelled as ”No” that we converted into ’0’ as ”Non-hate” speech and 1,661 

rows(36.28%) are labelled as ”Yes” which we converted into ’1’ as ”Hate”. Majority 

number of tweets contained in the dataset are a combination of Hindi and English and 

are written using the conventional letters of the Roman script. Sample rows of the dataset 

are given in the Table 3.1 



13  

 
 

 
 
 

Figure 3.1: Data Distribution 

 

• HASOC 2021 [19]: Tweets from social media platforms have been collected in a cod- 

ing mix of Hindi and English for this dataset. The data for the Hind-English language mix 

consists of 5,170 different cases, all of which are classified as either ”Hate” (2504(48.43%) 

different instances) or ”Non-hate” (2666(51.56%) instances). Some of the rows are pro- 

vided in Table 3.2 

• Kumar 2018 [29]: The majority of the comments left on social media sites were used 

to compile this dataset. The information was first segmented into three classes: Overtly 

Aggressive (OAG), Covertly Aggressive (CAG), and Not Aggressive (NAG). We con- 

solidated the two classes, which were originally OAG and CAG, into (”hate” speech) 

one class, which we referred to as Hate speech and NAG for the other class(“Non-hate” 

speech). This was done so that it would be comparable to the other two datasets. This 

dataset contains a total of 11,999 cases, out of which there are 5790(57.90%) instances 

classified as “Hate” and 5051(42.10%) instances classified as “Non-Hate”. Some sam- 

ples are shown in Table 3.3 
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• Final dataset: Final dataset consists a total of 21,748 rows, in which 11,113(51.09%) 

instances are labelled “Hate” as ’1’ and rest 10,635(48.91%) instances are labelled as 

“Non-Hate” as ’0’. We got final dataset as a balanced dataset. Finally, the dataset is 

divided into training(70%), testing(20%) and 10% for validation. 

 
 

Data Preprocessing 

 
Dataset we got finally can not be fed directly into the model, it needs to be preprocessed. We 

identified some issues and tried to solve them. 

 

• Removing emojis: Since there are lot number of emoji’s present in our dataset and it 

can’t be converted directly into the vectors. We tried to detect them and replace them 

with words that can be better suited. We used demoji library for the required purpose. 

 

• Handling words with ’#’: We found that in many sentences ’#’ character is used like 

#IStayWithIndia. We make a dictionary of them and then mapped it with like for the 

example given above - IStayWithIndia : I Stay With India. We made a mapped dictionary 

for the required work. 

• Removing words with ’@’: We found that word occurring with ’@’ are generally the 

usernames or names that are not of much of significance, so we removed them. 

• Converting Devnagri sentences to English sentences : We also found that in our dataset 

some sentences are written in devnagari or Hindi language. We used a Google API for 

this purpose and used ’googletrans’ for the required purpose. 

• Handling Hinglish words: We tried to convert hinglish word to english words as much 

extent as possible by assessing the positions of their in the sentence whether their succes- 

sor words or predecessor words are of hinglish or not and firstly converted them to hindi 

language using google translate API and then converted them to english language again 

using ‘googletrans’. 

• Replacing common abbreviations: We have created a dictionary of words like shd, k, bcz 

to should, okay, because to replace these common words as much as possible. 
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• Removing punctuation: After all the tasks stated above we removed all the punctuation 

left and replaced them with white-spaces. 

• Removing Stopwords: After this we removed stopwords(am, are, we), then tokenised 

themand lemmatised using NTLK. We remove stopwords using 

nltk.corpus.stopwords.words(’english’). 

 
• Stemming and Lemmatization: We then perform stemming and lemmatization using 

nltk.stem.PorterStemmer() and nltk.WordNetLemmatizer() respectively. 

Word embedding techniques used: 

 
• word2vec: It employs a neural network model. Upon training, such a model may iden- 

tify synonyms or propose new words for a portion of a phrase that has already been 

completed. According to the program’s name, word2vec represents each word with a 

unique vector of integers. The degree of semantic similarity that exists between the 

words represented by each vector using the cosine similarity. 

• fastText: Developed by Facebook’s AI Research team for learning word embeddings and 

text categorization. The model may be used to develop an unsupervised or supervised 

learning method for vector representations of words. Unlike other word vector genera- 

tors, fastText can build word vectors for unknown words or from vocabulary words. This 

is because it takes morphological properties of words into consideration while creating 

the word vector for an unknown word. 

• GloVe: A paradigm for distributed word representation, was coined from Global Vec- 

tors. Vector representations of words may be learned using an unsupervised approach. 

Accomplished by relating the distance between words to the degree of semantic similarity 

in a meaningful space. The resultant representations exhibit fascinating linear substruc- 

tures in the word vector space. Training is based on global co-occurrence of word-word 

information gathered from a corpus. 

 

Model Architecture 
 

The model that we use in this experiment makes use of both the CNN and long short term 

memory. CNN  is responsible for the extraction of the spatial information. Long-term rela- 
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tionships can be learned by using LSTM. In the first stage of the process, a one- 

dimensional convolutional layer is utilised so that the input vectors can be analysed 

and the feature points that are present at the text level can be retrieved. This enables 

the process to be referred to asa text level feature extraction. In order for the BiLSTM 

layer to learn the long-term reliance of the local characteristics in tweets and 

categorise them as either hateful or not hateful, the following steps are taken. 

 
 

Figure 3.2: Framework used in this work 

 

 

 

 

 
 

Implementation Details 

 

 
The Google Colab is used to aid in the construction of the models. For Jupyter notebooks, it is a cloud 

environment. Tensor processing units and graphic processing units are integrated for computing. 
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Vectorization 
 

During this step, the text in question is first tokenized, then turned into vectors. To convert 

text- based data into an integer sequence, we make use of a tokenizer. The length of 

the vector is determined according our dataset( 80 in our case). The vectors are given pre 

padding in order to ensure that they are of the same size. In addition to that, we have 

made use of pretrained word embeddings such as FastText, Word2vec, and glove. In 

this particular effort, the dimension of embedding has been set at 100. The outputs of 

these embeddings are sent to the model in order to be used as input for the embedding 

layer. 

 
Proposed Model Details 

 
The Keras API was used to develop the model . The Sequential model can be broken 

down into a few different layers. 

• The very first layer of the network is known as the embedding layer.By 

providing the prepared embedding matrix as beginning weights, the pre-trained 

word embeddings areused in the model. 

• The next layer is a Dropout layer with a rate of 0.5.It is used to prevent the overfiting. 

 
• The next layer is a one-dimensional CNN layer known as Conv1D. It consists of 64 

filters of size 5x5 and uses activation function which is Rectified linear unit. 

• The third layer is pooling layer. It uses MaxPooling1D of filter size 4. 

 
• The following layer, the BiLSTM layer, is the one that gets input from the 

pooling layer.This data is used to train a Bidirectional LSTM model, which 

outputs long-term dependent aspects of input while maintaining memory. 128 is 

used to represent the out-put’s dimension. 

• The layer after bidirectional Lstm is a Dropout layer with a rate of 0.5. 

 
• The last layer is the dense layer with one output and uses sigmoid as activation function. 
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 The Dataset has the following features as shown in the table below: 

 

1. String: This is a built-in module, therefore we must import it before utilising any of its classes or 

constraints. 

 
2. Math: There is a built-in module for using it for mathematical tasks. 

 

3. Sklearn: Also known as Scikit-learn, this is the most effective and reliable package for using machine 

learning in Python. 

 
The code for that is displayed below: 

 

Figure 3.3: Importing Libraries 

 
 

 Loading and analyzing the dataset

 

In this step we loaded the dataset using the read_csv function of Pandas module and also analyzed it 

by checking the shape of dataset, name of columns, datatype of each column and at last checked a 

few entries in the dataset. 
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The code of the following is shown below: 
 

 

 
 

Figure 3.4: Importing Packages 
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Figure 3.5: Loading and Analyzing the Dataset 

Adding a new column for the number of words in review 

In this stage, we established a new column to enter the length or number of words in a review using the 

apply(len) function; the code for this is seen below: 

 
 

Figure 3.6: Creation of new column length 
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Visualisation 

 

Using Seaborn, we plot the graph in this stage, which involves visualising the dataset to determine the 

relationship between the number of stars and the length of the reviews. 

 
Applying the algorithms involves several steps, one of which is visualisation, which aids in a better 

understanding of the dataset and its features. 

 
By   creating a   Histogram of the length and stars, we   will   be able to   see the dataset. 

 

 
Figure 3.7: Visualization 

 

 Finding mean values of the vote columns

 

There are three vote columns - Cool, Useful and Funny , so in this step we will find the mean values of the 

votes with respect to the starts given to the reviews. 

Here we will be using the mean function 
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The code of the following is : 
 

 

 

Figure 3.8: Mean Values of Vote 

 
 

 Balancing the data and dividing it into ratings and stars

 
 

We will categorise the dataset and divide it into reviews and stars in this stage. 

This is being done to aid in the more effective operation of the algorithms and obtain the best outcome 

from the dataset. 

The following is coded as follows: 
 

Figure 3.9: Balancing the datatset 
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Data Cleaning 

 

It is the most crucial phase since the data that will be utilised to run the ML algorithms needs to be cleaned 

and free of stopwords like "the," "a," "an," "in," and similar words because they slow down processing. 

 
Following is the code for the same: 

Figure 3.10: Data Cleaning 

 

 

 
 Complete review set vectorization and sparse matrix verification

 

In this step, we vectorized the entire test set and checked the sparse matrix, which is defined as a matrix in 

which most of the elements are zero and it only contains data in a small number of positions. Additionally, 

the sparse matrix's memory usage is entirely made up of zeroes. 
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The code of the following is as shown below: 
 

 

 
Figure 3.11: Vectorization and Checking of Sparse Matrix 

 
 

 Splitting the dataset into testing and training set

 

If machine learning is to assure effective model computation, then it is crucial to train and design an 

algorithm to help anticipate the data. Typically, the data that experts gather is divided up into datasets that 

are then used for training and testing. Training, validation, and test sets are frequently included in these 

sets. To assess the overall effectiveness of ML algorithms, the approach may be used to generate 

informed judgements on de-identified data. The findings enable comparing the efficiency of ML 

algorithms to the complexity of predictive modelling, and it is a quick and simple approach to accomplish 

so. Even though the process is simple to use and compile, there are times when it is not worth using it 

right away, such as when the database is unstable when additional preparation is required, the database is 

tiny, or both. Initially, mtxlel was introduced to the training data after the model was created using a 

supervised learning approach. The training data is used by the current model or the model we created to 

produce the result, and based on the outcome, we can decide if the model was successful in foretelling the 

prices or not. 

The procedure yields two each of the following values: X train, X test, Y train, and Y test. These values 

are then saved in an array, and the stored value will be employed in his analysis for amusement. Python's 

sklearn package is what we utilise for this. 
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The code for the following is shown below: 
 

 

 
Figure 3.12: Splitting the Dataset in Testing and Training set 

 
 

Models Used: 

 

We used six machine learning algorithms in our project that are as follows: 

 

1. Recurrent neural network (RNN) 

2. Long short-term memory (LSTM) 

3. Decision Tree Classifier 

4. Support Vector Machines 

5. Gradient Boosting Classifier 

6. K-Nearest Neighbour Classifier 
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Recurrent neural network (RNN) 

 
A sort of artificial neural network called a recurrent neural network (RNN) uses sequential data or 

timeseries data. They are implemented into well-known programmes like Siri, voice search, and Google 

Translate. These deep learning algorithms are frequently employed for ordinal or temporal issues, such as 

language translation, natural language processing (nlp), speech recognition, picture captioning, and nlp. 

Recurrent neural networks (RNNs) learn from training data similarly to feedforward and convolutional 

neural networks (CNNs). They stand out because to their "memory," which allows them to affect the 

current input and output by using data from previous inputs. Recurrent neural networks' outputs depend on 

the previous items in the sequence, in contrast to standard deep neural networks' assumption that inputs 

and outputs are mutually exclusive. 

 
Unidirectional recurrent neural networks are unable to anticipate future occurrences, even if they would be 

useful in predicting how a series would turn out. 

Let's use a phrase that people frequently use to describe being sick—"feeling under the weather"—to help 

us better understand RNNs. It must be stated in that particular order for the idiom to make sense. 

Therefore, in order to predict the following word in the sequence, recurrent networks need to take into 

account the order in which each word appears in the idiom. 

 
 

 
 

Figure 3.13: Flowchart of Recurrent Neural Network 
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 Recurrent neural network benefits include:

 

1. Over time, an RNN remembers every single bit of information. Only the ability to remember previous 

inputs makes it useful for time series prediction. Long Short Term Memory is the term for this. 

 
2. To increase the effective pixel neighbourhood, convolutional layers and recurrent neural networks are 

combined. 

 
 Recurrent neural network disadvantages:

 

1. Problems with gradient disappearing and exploding. 

2. It is exceedingly tough to train an RNN. 

3. If tanh or relu are used as the activation function, it cannot parse very lengthy sequences. 

 
 

 Recurrent neural network applications

 

1. Text generation and language modelling 

2. Speaking Recognition 

3. Automatic Translation 

4. Face identification and image recognition 

5. Forecasting time series 

 

RNNs could act erratically. Analysis in these situations might make use of dynamical systems theory. 

 

They are recursive neural networks, specifically ones with a linear chain-like structure. Recurrent neural 

networks work on the linear progression of time, fusing the representation for the previous time step and a 

hidden representation into the representation for the current time step, as opposed to recursive neural 

networks, which operate on any hierarchical structure by fusing child representations into parent 

representations. 

 
RNNs can, for instance, take the form of a nonlinear autoregressive exogenous model (NARX), a 

nonlinear finite impulse response filter, or an infinite impulse response filter.[22] 
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When choosing a learning algorithm and scientific field (such as RNN, GAN, RL, CNN, etc.), a learning 

algorithm recommendation framework may be helpful. 

 
The code we used is as follows: 

 

 

Figure 3.14: Code for Recurrent Neural Networks 

 
 

Long short-term memory (LSTM) 

 
Deep learning and artificial intelligence both employ the long short-term memory (LSTM)[1] artificial 

neural network. The LSTM features feedback connections, in contrast to conventional feed forward neural 

networks. Such a recurrent neural network (RNN) may analyse complete data sequences as well as single 

data points, such as pictures, voice, or video. 

 

As of this feature, LSTM networks are excellent for data processing and prediction. For instance, LSTM 

may be used for applications like networked, unsegmented handwriting recognition, voice recognition, 

machine translation, speech activity detection, robot control, video games, healthcare, and more.[12] 

 

An input gate, an output gate, a forget gate, and a cell make up a typical LSTM unit[14].[15] The three 

gates control how information enters and leaves the cell, and the cell may remember values for any length 

of time. 
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Figure 3.15: Flowchart of LSTM 
 
 

 Advantages:

 

1. LSTM can complete tasks involving classification and regression. 

 

2. It has the ability to handle big datasets with many of dimensions. 

 

3. It improves the model's accuracy and avoids the overfitting problem. 

 
 

 Disadvantages:

 

1. It can be used for classification and regression tasks, although regression tasks are not appropriate 

for it. 



30  

2. We used the algorithm and the code for the following is as shown below: 
 

 

Figure 3.16: Code for LSTM 

 
 

Decision Tree Classifier 

 
A decision tree is a supervised learning technique that may be used to address classification and regression 

issues, but is most frequently employed to address them. It is a tree-structured classifier, where internal 

nodes represent the dataset's characteristics, branches the rules for classifying objects, and individual leaf 

nodes the classification outcome. In a decision tree, a decision node and a leaf node are the only nodes. A 

choice is made by a decision node, which has many branches, but a decision's outcome is represented by a 

leaf node, which has no additional branches. 

 
The transmitted data set's functionalities are utilised to run tests or reach choices. It is a graphical depiction 

that displays every scenario for resolving a dilemma or choosing a course of action based on particular 
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criteria. It is known as a decision tree because it begins at the root node and grows into a tree-like structure 

through additional branches. 

 
The CART algorithm, which stands for Classification and Regression Tree Algorithm, is used to construct 

the tree. 

A decision tree only poses a question and subsequently subdivides the tree into subtrees based on the 

response (yes/no). 

 

Figure 3.17: Flowchart of Decision Tree Classifier 

 
 

 Advantages:

 

1. It is easy to comprehend since it is based on how people normally make decisions. 

 

2. It is highly helpful for resolving issues with decisions. 

 

3. We find it useful to consider every scenario that might result from an issue. 

 
 

4. Compared to other methods, it requires less data cleansing. 
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 Disadvantages:

 

1. It has several levels, making it complicated. 

 

2. The Random Forest Algorithm may be used to address the Overfitting problem, which can occur at 

any time. 

 

3. With more labels, the algorithm's computational complexity might rise. 

 

 

The Code we used in our system is shown below: 
 

 

Figure 3.18: Code for Decision Tree Classifier 

 
 

Support Vector Machines 

 
To address classification and regression issues, Support Vector Machine (SVM), one of the most popular 

supervised learning techniques, is utilised. The solution of classification issues is frequently employed in 

machine learning. 

 
The SVM method's goal is to establish an ideal decision boundary or line that can categorise the n- 

dimensional space and enable rapid classification of fresh data points in the future. Also referred to as the 

hyperplane, this ideal decision boundary. 

 
By choosing extreme points and vectors, SVM generates the hyperplane. SVM, the name of the algorithm, 

is the acronym for the support vectors connected with these extreme instances. 
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Figure 3.19: Flowchart of Support Vector Machine 
 
 

 Advantages:

 

1. In instances with high dimensions, it is particularly effective. 

 

2. As only a portion of the training points, known as support vectors, are used in the decision, it is 

memory efficient. 
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3. Different kernel functions can be used for decision functions, and a custom kernel can also be 

specified. 

The code we implemented is as follows: 
 

 

Figure 3.20: Code for Support Vector Machines 

 
 

Gradient Boosting Classifier 

 

For classification problems, a well-liked machine learning approach is gradient boosting classifier. It is 

based on the idea of ensemble learning, which combines several weak learners into one powerful learner, 

and is a member of the family of boosting algorithms. 

 
The weak learners in gradient boosting are decision trees. In order to implement the method, decision trees 

are successively added to the ensemble, each one seeking to fix the mistakes produced by the preceding 

one. A certain number of trees must be added or the necessary degree of accuracy is reached before the 

procedure is complete. 

 
The word "gradient" in the name alludes to the fact that the approach employs gradient descent 

optimisation to reduce the loss function while training the model. The gradient descent algorithm changes 

the model parameters in the direction of the loss function's steepest descent in order to minimise it. The 

loss function assesses the difference between the predicted and actual values of the target variable. 

Overall, Gradient Boosting Classifier is a strong and popular technique for classification problems, noted 

for its capacity to manage complicated datasets with high-dimensional feature spaces and achieve high 

accuracy. 
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Figure 3.21: Flowchart of Gradient Boosting Classifier 
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Chapter 4 
 

 

 

Results and Analysis 
 

 

 
Results 

 
Different neural-network based hybrid deep learning models, in conjunction with three 

distinct word embeddings, must be applied in order to examine the problem from a 

variety of perspec- tives and achieve the best possible performance on the work. The 

results of these different deep learning models are shown in Table 4.1,4.2 and 4.3. 

 

Figure 4.1: Performance of different models using glove word-embedding. 

 

The accuracy of these deep learning models using word embeddings i.e 

glove,word2vec and fastext is given in Figure 4.1,4.2,and 4.3. It was observed that CNN- 

Bi-LSTM using word2vec method performs well in terms of precision. Regarding 

recall, Bi-LSTM with glove outper- 
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Figure 4.2: Performance of different models using word2vec word-embedding. 

 

forms other models with the highest recall of 0.770. The performs of the model CNN-Bi- 

LSTM regarding accuracy, F1-score and ROC-AUC metrics is seen highest with a value of 

0.720, 0.690 and 0.760 respectively . Overall, it appears that CNN-Bi-LSTM with fastext as a 

word embedding seems to be the most promising among the various deep learning techniques, 

with strong performance in the majority of evaluation criteria. 

Table 4.1: Performance of different models using glove word-embedding. 

 

 

S.No. 

 

Model 

 

Acc. 

 

Prec. 

 

Recall 

ROC- 

AUC 

Score 

F1- 

Score 

1 LSTM 0.680 0.650 0.720 0.750 0.690 

2 Bi-LSTM 0.680 0.650 0.770 0.750 0.700 

3 CNN-LSTM 0.680 0.680 0.670 0.750 0.680 

4 CNN-Bi-LSTM 0.680 0.650 0.750 0.750 0.710 
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Figure 4.3: Performance of different models using fastext word-embedding. 

 
Table 4.2: Performance of different models using Word2vec word-embedding. 

 

 

S.No. 

 

Model 

 

Acc. 

 

Prec. 

 

Recall 

ROC- 

AUC 

Score 

F1- 

Score 

1 LSTM 0.650 0.670 0.650 0.720 0.660 

2 Bi-LSTM 0.680 0.680 0.680 0.750 0.680 

3 CNN-LSTM 0.670 0.710 0.630 0.740 0.670 

4 CNN-Bi-LSTM 0.690 0.720 0.630 0.740 0.670 

 

Table 4.3: Performance of different models on Fastext word-embedding 

 

 

S.No. 

 

Model 

 

Acc. 

 

Prec. 

 

Recall 

ROC- 

AUC 

Score 

F1- 

Score 

1 LSTM – – – – – 

2 Bi-LSTM 0.660 0.680 0.670 0.740 0.690 

3 CNN-LSTM 0.690 0.710 0.680 0.750 0.670 

4 CNN-Bi-LSTM 0.720 0.690 0.690 0.760 0.690 

 
 

Comparison with other Researchers 

 
At this point in our project, we have probably read a fair number of research articles regarding 

hate speech detection. Many studies have been carried out on this topic. we have compared 
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some of those studies with our proposed work i.e in 2018 [7] the author used SVM and random 

forest models on a bohra-2018 dataset to get the accuracy of (0.710) and (0.667).In the year 

2019 [11] the author used a hierarchical LSTM model with attention based on phonemic sub- 

words on two different datasets i.e bohra-2018 and HEOT to get the accuracy of (0.666) and 

(0.630) respectively. 

In this study, different neural network-based models and hybrid models using different word 

embeddings from which CNN-Bilateral LSTM using fastext as word embedding outperformed 

other models and gave us the accuracy of 0.720, precision of 0.690, recall of 0.690 , and F1 - 

score of 0.720 on a dataset which was made by merging 3 different datasets i.e bohra- 

2018,hasoc-2021 and kumar-2018 containing a total of 21 thousands rows. 

 

 

 
Table 4.4: Comparison of proposed work with other researchers. 

 

S.No. Year Model Dtatset Acc. Prec. Recall 
F1- 

score 

1 2018 [7] SVM 4575 code-mixed tweets-HS 0.717 – – 0.620 

2 2018 [7] Random Forest 4575 code-mixed tweets-HS 0.667 – – – 

3 2019 [11] Hierarchical LSTM model HS(Bohra el al)-3800 tweets 0.666 – 0.451 0.487 

4 2019 [11] Hierarchical LSTM model 3679(Hindi manually created) 
-HEOT 

0.630 – – 0.520 

 
 

5 

 
 

This study 

 
 

CNN-Bi-LSTM 

Created our datset by merging 

3 different datasets 

Bohra-2018 

Hasoc-2021-eng-hin 

Kumar-2018 

 
 

0.720 

 
 

0.690 

 
 

0.690 

 
 

0.690 
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Figure 4.4: Comparison of proposed work with other researchers. 
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Chapter 5 
 

Conclusion and Future Work 
 
 

 
Conclusion 

 
In this work, the most important step was to convert multilingual data to a uniform code. Our 

dataset contained English, Hindi (Devanagari), and Hinglish tweets. We tried to convert these 

tweets into English tweets by using translation, dictionaries, etc.We have also handled emo- 

jis,hashtags, etc. Apart from this, we have assessed several deep learning models for the task of 

hate speech detection. The present study made use of Word2Vec, Glove, and FastText word em- 

beddings and models like long short term memory, Bidirectional long short term memory, etc 

to arrive at the model that is being proposed. In our experiment, CNN-BiLSTM outperforms 

other models in terms of accuracy (0.72) and roc-auc-score (0.76). 

 

 

 

Future Work 
 

We have achieved an accuracy of 72 percent, but this can be increased by converting Hinglish 

tweets to English in a more precise manner.We can use some global dictionary. In future work, 

we will try to make a robust system to convert Hinglish data to English. 
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