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Note: All questions are compulsory. Marks are indicated against each question in square brackets.

a. Suppose the data mining task is to cluster the following eight data pomts (Wlth (x y) [5] CO6
representing location) into three clusters. : -

Al(2, 10), A2(2, 5), A3(8, 4), B1(5, 8), B2(7,5), B3(6, 4), C1(1, 2), C2(4, 9)
Use k-Means algorithm to find the three cluster centers after the second. iteration. Take
Al, Bl and C1 as the centre for each cluster respectively. Use Euchdean dlstance as
distance function. : :

b. What is Silhouette Coefficient? How its value is mterpreted to' evalua e-the quahty ofa [3] CO6
clustering model? S

N

a. Find the frequent item sets and genecrate the association rules for the following dataset [
using Apriori algorithm. Take minimum support=2 and mlmmum confidence = 50%.

1 COS

TID " temsets

T1 1.7 AB
T2 __“B,D
T3 | 'B,C
T4 - ~  ABD
T5 - - A,C
T6 - B,C
T7 A, C
T8 A, B,C,E
. T9 A, B,C

b. Explain transaction reduchdn method to improve the efficiency of Apriori algorithm [31 CO5
using an ex@mple

a. Consider the-following distance matrix. Show the step-wise results of agglomerative  [5] CO6
hierarchical cldé’tering with single link by drawing a dendrogram.

A B C D E F

0
0.12 0
0.51 § 0.25 0
0.84 | 0.16 | 0.14 0
028 | 077 | 070 | 0.45 0
F | 034 | 061 | 093 | 0.20 | 0.67 0

= g0 = >

P10



b. Explain the input parameters given to the DBSCAN algorithm. Discuss the type of [4] CO6
points we get after applying this algorithm to a particular dataset?

Q4. a. Consider the following dataset of training examples: [3] CO4
A B Class Label
T T Yes
T T Yes
T E No
F F Yes
F T No
F T No

Find the information gain of attribute B relative to these training examples?
b. Suppose you build a model which shows a training accuracy of 98% and atest [3] CO3

accuracy of 58%. What could be the possible reasons for the 8ap between these

accuracies? Suggest a method to overcome this problem. :
¢. Explain Adaboost algorithm with the help of an example

[4] co4




