
1	

	

Face	Recognition	Using	Machine	Learning	

	

Project	report	submitted	in	partial	fulfillment	of	the	requirement	for	
the	degree	of	Bachelor	of	Technology	

in	

Computer	Science	and	Engineering/Information	Technology	

By	

Shikhar	Raizada	(151367)	

Under	the	supervision	of		

Dr.	Suman	Saha	

to	

	

	
	

	

Department	of	Computer	Science	&	Engineering	and	Information	
Technology	

Jaypee	University	of	Information	Technology	Waknaghat,	Solan-
173234,	Himachal	Pradesh	

	



	 ii	

	

Candidate’s	Declaration	

	
I	 hereby	 declare	 that	 the	work	 presented	 in	 this	 report	 entitled	 “Face	 Recognition	 using	
Machine	Learning”	in	partial	fulfillment	of	the	requirements	for	the	award	of	the	degree	of	
Bachelor	 of	 Technology	 in	 Computer	 Science	 and	 Engineering/Information	 Technology	
submitted	 in	 the	 department	 of	 Computer	 Science	 &	 Engineering	 and	 Information	

Technology,	Jaypee	University	of	Information	Technology	Waknaghat	is	an	authentic	record	
of	 my	 own	 work	 carried	 out	 over	 a	 period	 from	 August,2018	 to	 May,2019	 under	 the	
supervision	of	Dr.	Suman	Saha,	Assistant	Professor	(Senior	Grade),	Dept.	of	CSE	and	IT.	

The	matter	 embodied	 in	 the	 report	 has	 not	 been	 submitted	 for	 the	 award	 of	 any	 other	
degree	or	diploma.	

	

	

Shikhar	Raizada,	151367.	

	

	

	

This	is	to	certify	that	the	above	statement	made	by	the	candidate	is	true	to	the	best	of	my	
knowledge.	

	

	

Dr.	Suman	Saha	

Assistant	Professor	(Senior	Grade),		

Dept.	of	CSE	and	IT.	

Dated:	

	

	

	

	

	

	

	



	 iii	

 

Acknowledgement 

		

I wish to express my profound and sincere gratitude to Dr. Suman Saha, Assistant Professor 

(Senior Grade), Department of Computer Science and Information Technology, Jaypee 

University of Information Technology, who guided me into the intricacies of this project with 

matchless magnanimity. He constantly co-operated and helped with the research work. He 

also evinced keen interest and invaluable support in the field of Machine Learning for 

progress of my project work. 

 

  

Date:                                         

	

	

	

	

	

	

	

	

	

	

	

	

	

	

 

 

 



	 iv	

 

      Abstract 
 

Machine Learning is the future of computing and human evolution. AI is a use of man-made 
brainpower (AI) that furnishes frameworks with the capacity to naturally take in and improve 
for a fact without being expressly programmed. Machine learning centers around the 
advancement of PC programs that can get to information and use it to learn for themselves. I 
am using Local Binary Pattern Histogram as it is a straightforward yet exceptionally 
proficient surface administrator which names the pixels of an image by thresholding the 
neighborhood of every pixel and thinks about the outcome as a parallel number.  
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Chapter-1                          INTRODUCTION 

 

1.1 Introduction 

As a standout amongst the best utilizations of image processing examination and 

comprehension, face recognition has increased huge consideration in the field of research in 

the previous quite a while. Face recognition is a class of biometric programming projects that 

maps a person's facial highlights scientifically and stores the information as a face print. It 

utilizes profound learning calculations to think about the caught picture of an individual with 

the put away face print in the informational index to check the personality of a person. It is 

the undertaking to distinguish an effectively identified item as a known or obscure face. Both 

internal features (eyes, nose and lips) and external features (head shape and hairlines) are 

utilized for fruitful facial recognition. Programmed facial recognition is with the end goal that 

which extricates a person's important highlights from a picture and after that performing 

distinctive sort of orders on them. IN the most recent ten years, face recognition has been 

promoted in the territory of research in PC vision and a standout amongst the best utilizations 

of picture examination. Great cameras in cell phones utilizes facial recognition highlight for 

validation just as identification. Many android and apple telephones use face ID innovation to 

open their telephones with a face print mapped by the telephone's camera.  

 

The product utilized is structured with 3-D demonstrating which counteracts caricaturing by 

photographs, catches and analyzes more than 30,000 factors. The innovation utilized in AI to 

distinguish, coordinate and recognize faces, is broadly utilized in an assortment of ways 

including amusement and promoting. There are different face recognition strategies being 

used, for example, the summed up coordinating face discovery technique and the versatile 

provincial mix coordinating method. Most frameworks depend on various nodal focuses on a 

human's face. The qualities are estimated against various factors related with an individual's 

face helps in interestingly distinguishing and checking an individual. Just the facial highlights 

are identified rest all the outside highlights are disregarded from the advanced picture. 

Despite the fact that it’s a troublesome errand in light of the fact that the highlights are 

normal however are recognized by age, skin shading and outward appearances. There are two 

fundamental explanations behind such a pattern:  
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(i)Increase in the business and law implementation applications.  

(ii)Availability of the attainable advancements after such huge numbers of long periods of 

innovative work.  

Albeit vast number of biometric individual recognizable proof exist which are dependable, 

for example, unique mark investigation and retinal iris filter, yet face recognition procedure is 

easy to understand and is widely accepted by large number of population. In addition to it, the 

need of applying this technique is boosted by recent advancement in multimedia processing. 

It seems to be simple but face recognition technique has to face tremendous challenges. One 

such challenge is the quality of image from which the image is to be detected, identified and 

later verified. The low quality image might be acquired by using a cheap PC camera and then 

transferring to IP (Internet Protocol) or the image is captured in the bad lightning 

environment. On the other hand, you might want to detect a person’s face from a video clip 

of a cctv camera or something. 
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                       Fig. 1.1: Face Recognition System’s Generic Representation                     
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1.2 Problem Statement 

The issue proclamation of this undertaking is to distinguish an individual as the contribution 

of the framework is an obscure face and afterward it reports the identified personality from 

the put away database of the known countenances. At that point the check issue framework 

should affirm or dismiss the personality of the information face.  

 

Given a still or a video picture, distinguish and check at least one people from the picture 

from the put away database of the appearances. Accessible data, for example, skin shading, 

age, outward appearances and discourse in narrowing the hunt or improving the recognition. 

The answer for this issue includes breaking the face into portions for example identifying the 

face and after that removing the highlights from the face district.  

 

Various uses of face recognition run from static, controlled photos to uncontrolled video 

pictures representing a wide scope of specialized difficulties and similarly necessity of 

cutting edge strategies from picture handling, investigation, comprehension and example 

recognition. The fundamental contrasts are regarding picture quality, confronting difficulties 

in the execution of division calculations, accessibility of splendidly characterized 

coordinating standard, nature, type and measure of contribution by the client. A rich vault of 

research writing exists following 35 years of research. 
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1.3 Objective 

 

Short term-The transient target of the work is finished comprehension of the project is doled 

out. Ideas identified with project is straightforward and the goal related to this project is 

ought to be familiar with the whole group. Highlights are not just on hypothetical ideas but 

rather on functional consequences of them. The notion of the project is to execute the work 

and is recognizable and furthermore have the capacity to apply them. 

 

 

Long term- The long term goal is to actualize face recognition in the best possible path 

regarding runtime onto the embedded systems. Various methodologies and algorithms are 

studied and various hardware resource planning will be done to achieve the objective. The 

prolonged objective incorporates that understudies are presented to the modern condition 

which ought to help us for the future work. 

 

 

1.4 Methodology 

In the beginning of the era, face recognition was considered as 2D pattern recognition 

problem. Face recognition is such a difficult yet fascinating issue who have pulled in such a 

significant number of specialists with various foundations, for example, brain research, 

design investigation, PC vision, PC illustrations, neural systems, and so forth. Since now the 

3D modelling and recognition of images has taken into account which has led to two 

fundamental problems of face recognition techniques. The first problem is the illumination 

problem and the second is pose problem. 

To overcome these problems different approaches are implemented. Following are the 

approaches: 
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1.4.1 Heuristic approach 

To solve the lighting problem, researchers have proposed various methods. Within the own 

subspace domain has been suggested to be the discarding of the three variations of the main 

components due to illumination can be repeated hazards and it was proven experimentally by  

dropping the first one. The principle segments appear to work sensibly well with variable 

light pictures. Be that as it may, to keep up the execution of the framework for typically lit 

pictures and improve the execution of the pictures taken under factor brightening. Assume the 

initial three noteworthy parts catch the varieties dependent on lighting. In a heuristic 

technique dependent on facial symmetry, it is proposed to improve framework execution 

under an alternate light.  

 

1.4.2 Feature-based(structural) approach 

In these strategies neighborhood highlights like eyes, nose and mouth are above all else 

extricated and their areas and nearby insights (geometry and/or appearance) can be gone into 

a structured classifier. An incredible normal for the element extraction technique reestablish 

when the framework attempts to reestablish capacities which are imperceptible because of 

vast varieties, for example, We coordinate a front picture with a profile picture. Recognize 

three diverse extraction methods: I. Nonexclusive techniques dependent on edges, lines and 

curves. II. Highlight format based methods. III. Strategies for auxiliary mating considering 

the geometric requirements of the highlights. 

 

1.4.3 Hybrid approach 

Utilization of hybrid face recognition frameworks a mix of heuristic strategies and highlight 

extraction. For the most part, 3D pictures are utilized in hybrid strategies. The image an 

individual's face is caught in 3D with the goal that the framework can deal with it. For 

instance, the bends of the eye attachments or the state of the eye, the jawline or the temple 

likewise a profile face would serve the equivalent. The framework utilizes profundity and an 
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estimating pivot. It gives you adequate data to assemble a total face in 3D. The framework 

normally works this way: identification, position, estimation, introduction and task.  

 

Location - catch a face by snapping a picture or examining a picture, the essence of an 

individual progressively.  

 

Position - assurance of the position, size and point of the head. Measurement - task of 

estimations to each bend of the face to make a format with a particular spotlight outwardly of 

the eye, within the eye and the edge of the nose. Presentation - Convert the layout into a 

code. A numeric portrayal of the face.  

 

Mating - contrast the got information and faces in the current database. If the 3D picture is 

contrasted with a current 3D picture does not need to be changed. For the most part, 

nonetheless, photographs taken in 2D, and for this situation, the 3D picture a few changes are 

required. That is confused and it's one of the greatest difficulties in the field today. 
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1.4 Organization 

Chapter 1 features and underlines the essential clarification face acknowledgment technique. 

The key concentration anyway is to distinguish the outward appearances through the info 

picture.  

 

The accumulation and audit of all the gathered writing from different diaries, distributing 

sites and meetings are displayed in chapter 2.  

 

Chapter 3 covers the improvement of the framework utilized, the calculation which is 

proposed and its applications.  

 

Usage of calculations and its execution investigation is given in chapter 4. The outcomes and 

screen captures have appeared in this chapter.  

 

Chapter 5 involves the future extension and end to this present undertaking's usage to direct 

future research for this task. 
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Chapter 2                    LITERATURE SURVEY 

 

To completely comprehend the undertaking and research the most ideal answer for the issue 

various magazines, academic diaries and research papers have been perused and altogether 

contemplated. This chapter involves every one of the discoveries and significant materials 

from the said sources to have the capacity to structure the arrangement of the expressed issue.  

 

Numerous researchers and research researchers have distributed various papers identified 

with the given issue. This part contains all the basic concentrates from the papers. 

 

2.1 TITLE: “A review paper on Face Recognition Techniques- International Journal of 

Advanced research in Computer Engineering and Technology(IJARCET)” 

Volume - 1, Issue - VIII 

AUTHORS: Sujata G. Bhele and V.H. Mankar 

YEAR OF PUBLICATION: October,2012 

Face recognition has been a quickly developing, testing and holding territory in genuine - 

time applications. Face recognition is a significant piece of the capability of the human 

discernment framework and is a standard assignment for individuals, while a comparable 

development estimation model of face recognition. The estimation model does add to these 

hypothetical thoughts as well as numerous down to earth ones. Applications like mechanized 

group checking, get to control, human - PC interface plan. (HCI), content-based picture 

database the executives, criminal distinguishing proof, etc. The primary employment in any 

event, you can follow facial recognition. The 1950s in brain research and into the 1960s in 

the Technical writing. A portion of the main examinations incorporate deals with the outward 

appearance of feelings by Darwin. Yet, the examination at the machine face recognition 

started during the 1970s and after the fundamental work of Kanade.1995, a survey archive 

gave a far reaching outline of the face recognition innovation around then till  the time was 

the video-based face recognition still in one introductory stage costly in late decades. 

Recognition has gotten more noteworthy consideration and it is in fact progressed. Numerous 
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advertisements face recognition frameworks are as yet accessible. As of late, significant 

research endeavors have been made concentrating on the displaying/following of 

countenances dependent on record, discovery and joining of frameworks. New databases 

thankfulness appraisals were made and assessed. Methods utilizing these databases have been 

presented outside now the face recognition has turned out to be one the most dynamic 

example recognition applications. Investigation and comprehension of the image. 

 

2.1.1 Algorithms of Face Recognition 

(i) PCA (Principal Component Analysis): 

Principal component analysis, otherwise called the Karhunen-Loeve strategy, is a standout 

amongst the most famous element determination and measurement decrease techniques. 

Acknowledgement of human countenances likewise alluded to as an exclusive interface 

technique, characterizes an element space that lessens the dimensionality of the first 

information space. In this manner, it is utilized for location. The most widely recognized 

issues with this technique are the low separation control inside the class and the extensive 

counts. These impediments are expelled by the linear discriminant analysis. Both Principal 

Component Analysis and Linear Discriminant Analysis are utilized for viable facial 

acknowledgement. Principal Component Analysis is utilized to diminish the measurements 

and after that Linear Discriminant Analysis is utilized to augment the element choice 

element. The proposed strategy utilizes the Gabor channel separating the frontal pictures, and 

Principal Component Analysis is utilized to decrease the element of the featured sifted 

vectors and after that Linear Discriminant Analysis is utilized to extricate these properties. 

The recursive calculation focuses on ascertaining separating vectors from an amazingly high 

dimensional information stream without estimation of covariance lattice and information not 

known ahead of time. 

 

(ii)Support Vector Machine(SVM): 

Support Vector Machines are a helpful procedure for order issues. This system isn't pertinent 

when include vectors characterizing tests make them miss sections. The arrangement 

technique utilized in this methodology is the notable Support Vector Machines. It very well 

may be connected either to the initially showed up space or the subspace got in the wake of 

applying highlight extraction technique. The favorable position over conventional neural 

systems is that it can accomplish better speculation execution. 
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(iii)  ICA (Independent Component Analysis): 

Independent Component Analysis is the most useful technique for discovering variables or 

segments from multidimensional information. It is essential for different illumination 

conditions and face orientations. It is different from other methods because it looks for 

components that are both statistically independent and non-Gaussian. Independent 

Component Analysis provides more strong data representation than Principal Component 

Analysis as its major goal is to provide an independent rather uncorrelated data image 

segmentation and processing. PCA_ICA calculation registers the vital parts of arrangement of 

image vectors without any calculation of covariance framework and simultaneously 

converting principal components into independent directions that maximize non-Gaussian of 

the source. 

 

(iv)Gabor Wavelet: 

Gabor Wavelet is used to enhance face recognition for high intensity feature vectors. Gabor 

uses complex functions which are constructed to serve as a basis of Fourier transformation in 

information theory applications. 

 

(v)Linear Discriminant Analysis(LDA): 

LDA is used for classification predictive modelling problems. It separates the data into low 

dimensional data space from the original one using linear transformation. 

This work has attempted to give a huge outline and number of employments for late 

improvement in the field of face acknowledgment. The present investigation uncovers that 

for all the more new face acknowledgment calculation must develop with half breed 

strategies for IT instruments like ANN, SVM, SOM which can work better. 
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2.2 TITLE: “Unconstrained facial Recognition Using Supervised Deep Learning in Video” 

      AUTHORS: Hrishikesh Kulkarni 

                            G.Raymond Chang School Of Continuing Education 

                            Ryerson University 

                            Dr. Ghassem Tofighi 

                            Instructor and Researcher, Data Science Lab 

                            Ryerson University 

     YEAR OF PUBLICATION: 2018 

 

This research paper estimates the use of big data based machine learning techniques which 

are deep convolutional neural networks for the above stated problem. It has made an efficient 

attempt to make performance better for commercial systems with large datasets, using public 

datasets and frameworks of open source from different research universities. They utilized 

today’s state of art open datasets for face recognition within video. The videos are very long, 

so they are broken into frames and then the process is done on these frames. The datasets 

used was YouTube faces DB dataset (3425 videos of 1595 subjects). The system was trained 

with Casia web face which is a public dataset consisting of 10,575 subjects and 494,414 

images. 

 

2.2.1 Data Preprocessing, Network Architecture and Training Parameters 

It is important to preprocess data for face extraction both for training and test sets. The input 

video is preprocessed for face detection using multi-task CNN algorithm. There are three 

stages involved in this algorithm. In the first stage, candidate windows are produced through 

a fast Proposal Network(P-Net). In the second stage, these candidates are refined through a 

Refinement Network(R-Net). In the final stage, facial landmarks position and final bounding 

box are produced by Output Network(O-Net). 

There are two types of network architectures involved which are variants from Google 

Inception and Microsoft Research Resnet Architecture. 

 

2.2.2 Small Inception Network (Google Inception NN4)  

This model produced 128 embedding of each person. The value of the various parameters, 

specially the triplet loss margin (0.2), number of epochs (1000), number of batches per epoch 

(250, image size(96x96) etc. were chosen as per default value within the Open Face 

implementation. This implementation, which was primarily for measuring accuracy over 
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public image dataset LFW (Labelled Faced in the Wild), was repurposed in this project for 

training and testing over YouTube Faces DB. 

 

 

 

2.2.3 Inception-Resnet Architecture 

It is deeper network usually known as Inception-Resnet Architecture v1 and v2. It is 

formulated based on combination inception networks and residual connections. 

 

2.2.4 Training 

For the small inception network (NN4), pre trained models from Open face implementation 

were used and there was no additional training performed. 

 

 

2.2.4.1 Triplet Loss 

To calculate triplet loss 128-byte embedding is used. The loss function is used which is given 

as: 

                  

 

 

2.2.5 Testing: 

For testing of pertained model of small NN4 network, a small DevTest subset (10%) of 

YouTube DB test set was used first. 
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2.3 TITLE: “Face Detection and its applications- International Journal of Research in 

Engineering and Advanced Technology(IJREAT)” 

Volume 1, Issue 2 

AUTHORS: Mrs. Sunita Roy 

                      Ph.D. Scholar in the department of Computer Science & Engineering 

                      University of Calcutta, Kolkata, India 

                      Mr. Susanta Podder  

                      Ph.D. scholar  

                      CMJ University, Shillong, Meghalaya, India 

YEAR OF PUBLICATION: April-May, 2013 

 

2.3.1   Steps of Face Detection 

2.3.1.1 Localization 

The first step of face detection involves locating of region of an image where face is present. 

The region of face contains some facial features whose number depends on the type of 

application. Few problems can be faced while this process due poor quality of image, some 

obstacles on face, orientation of head position, expressions, etc. These things are taken into 

account to make this process more powerful. 

 

2.3.1.2 Normalization 

The second step involves normalization of face region after proper locating of the region of 

face which is to be detected. By normalization, it means that proper alignment of facial 

features is to be done. We need to scale, rotate at some angles and number of transformations 

are to be applied to make its entry in database. 

 

 

 



	 15	

 

2.3.1.3 Facial Feature Extraction  

This step involves extraction of various facial features. There are basically three methods 

used. The first method is the Generic method which is based on edges, lines and curves. 

Feature based template method is used to detect eyes, nose and mouth. For face color, feature 

template based methods are used. This method does not focus on intensity values. 

Appearance based method is used for managing the changes in illumination conditions, 

handle translational and partial occlusions, shape and pose of the person’s face. 

 

          

         Fig. 2.1: Facial Feature Extraction part 1 
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Fig. 2.2: Facial Feature Extraction part 2 
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2.3.1.4 Verification 

In this process verification of some features with database entries containing a large number 

of faces. To make it powerful some mathematical tools can be used.  

 

                                          Fig. 2.3: Steps of Face Detection 

 

 

2.3.2 Face Detection Techniques 

Numerous number of techniques are available for face detection which includes template 

based approach, feature based method, knowledge based, appearance based, etc. 

 

Fig. 2.4: Result of Face Detection 
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2.3.2.1 Knowledge Based Methods 

This technique utilizes human learning to encode every one of the highlights what comprises 

a human face. It is a standard based strategy and these principles are utilized to discover the 

connection between facial highlights. Essentially intended for face restriction process which 

decides the picture position of a solitary face. 

 

2.3.2.2 Feature - Invariant Approaches 

These type of approach are useful when the features are invariant such as pose, viewpoint or 

illuminating problem, poor quality of image and then these are used to locate faces. This 

approach starts with feature extraction process and finding face candidates and then further 

verifying with the database, which makes this approach different from knowledge based 

method. Color matching and random labelled graph matching based face detection comes 

under this approach. 

 

 

2.3.2.3 Template Matching Approach 

In this technique, different standard examples are put away completely to decide facial 

highlights independently. The relationship between the stored pattern and input image is used 

for detection. It is used for both localization and detection. The matching where the template 

is deformable due to some rules or constraints is known as Deformable Template Matching 

which comes under this category. 

 

2.3.2.4   Appearance Based Approach 

In this method, the models are trained from a group of training images, which must capture 

the variability of facial appearance. Haar features and Adaboost algorithms are examples of 

such approach. 
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2.3.2.5 Part Based Approach  

SVM classifiers comes under this category such as the difference between gaussian detector 

and Hessian affine detector. More of graphical representations are used in this method. This 

method has recently gained much attention. 

 

2.3.3 Face Recognition  

2.3.3.1   Heuristic approach 

To take care of the lighting issue, specialists have proposed different techniques. Inside the 

claim subspace, the space has been proposed to be the disposing of the three varieties of the 

primary segments because of brightening can be rehashed dangers and it was demonstrated 

tentatively by dropping the first. The primary parts appear to work sensibly well with variable 

light pictures. Be that as it may, to keep up the execution of the framework for ordinarily lit 

pictures and improve the execution of the pictures taken under factor enlightenment. Assume 

the initial three noteworthy parts catch the varieties dependent on lighting. In a heuristic 

technique dependent on facial symmetry, it is proposed to improve framework execution 

under an alternate light. 

 

Fig. 2.5: Difference between two types of features 
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2.3.3.2 Feature – based (structural) approach 

In these techniques, nearby features like eyes, nose and mouth are as a matter of first 

importance separated and their areas and neighborhood insights (geometry or potentially 

appearance) can be gone into an organized classifier. An incredible normal for the feature 

extraction strategy reestablish when the framework endeavors to reestablish capacities which 

are undetectable because of huge varieties, for example, we coordinate a front picture with a 

profile picture. Recognize three diverse extraction methods:  

I. Nonexclusive techniques based on edges, lines and curves 

II. Feature template-based methods  

III. Strategies for basic mating considering the geometric requirements of the features. 

 

2.3.3.3 Hybrid Approach 

Utilization of hybrid face recognition frameworks a mix of heuristic techniques and highlight 

extraction. By and large, 3D pictures are utilized in hybrid strategies. The image an 

individual's face is caught in 3D with the goal that the framework can deal with it. For 

instance, the bends of the eye attachments or the state of the eye, the jaw or the temple 

additionally a profile face would serve the equivalent. The framework utilizes profundity and 

an estimating pivot. It gives you sufficient data to assemble a total face in 3D. The framework 

ordinarily works this way: recognition, position, estimation, introduction and task.  

Discovery - catch a face by snapping a picture or examining a picture, the face of an 

individual progressively.  

Position - assurance of the position, size and point of the head. Measurement - task of 

estimations to each bend of the face to make a format with a particular spotlight outwardly of 

the eye, within the eye and the edge of the nose. Presentation - Convert the layout into a 

code. A numeric portrayal of the face.  

Mating - contrast the got information and faces in the current database. If the 3D picture is 

contrasted with a current 3D picture does not need to be changed. For the most part, 

notwithstanding, photographs taken in 2D, and for this situation, the 3D picture a few 

changes are required. That is confounded and it's one of the greatest difficulties in the field 

today. 
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2.4.1 Introduction  

The substance of an individual passes on a great deal of data about the personality and 
passionate condition of the individual. Face recognition is a fascinating and testing issue and 
effects significant applications in numerous territories, for example, recognizable proof for 
law implementation, verification for banking related work and security references’ 
framework entry, and individual ID and various others. In our exploration work primarily 
comprises of 3 sections, in particular, face portrayal, include extraction and order. Face 
portrayal speaks to about the most effective method to demonstrate the face and decides 
various progressive calculations for identification and recognition. The most valuable and the 
face is utilized to quantify similitudes between pictures. Outward appearance is a standout 
amongst the most dominant, regular and prompt methods for people to convey their feelings 
and goals. Face recognition is an intriguing and testing issue, what's more, impacts significant 
applications in numerous territories such as recognizable proof for law authorization, 
verification for banking and security framework get to, and furthermore close to home one 
distinguishing proof among others. Face recognition is an intriguing and testing issue, what's 
more, impacts significant applications in numerous territories such as recognizable proof for 
law authorization, verification for banking and security framework get to, and furthermore 
close to home one distinguishing proof among various. The face performances a noteworthy 
job in our social communication in passing on character and feeling. The human capacity in 
perceiving faces is exceptional. Present day Evolution intensely relies upon individual 
validation for a few purposes. Face recognition has dependably a noteworthy focal point of 
research in view of its noninvasive nature and in light of the fact that it is people groups 
essential technique for individual distinguishing proof.  

 

2.4.2 The Paradigm of the Face Recognition 

In spite of the way that as of now officially various of business face recognition frameworks 

are being used, along these lines of ID keeps on being a fascinating subject for analysts. This 

is because of the way that the present frameworks execute well under moderately basic and 

restrained conditions, yet execute much more terrible at the point where varieties of various 

elements are available, for example, present, perspective, outward appearances, period (when 

the photos are being made) and brightening (helping changes). The objective of this 

exploration territory is about the limit the impact of these elements and make vigorous face 

recognition framework. A face recognition model is shown below: 
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   Fig. 2.6: A face Recognition Model 
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The procedure of individual recognizable proof by utilizing face recognition can be part into 

three fundamental stages: 

These are face representation, feature extraction and classification. Face representation is the 
primary assignment, that is, the manner by which to show a face. The best approach to speak 
to a face decides the progressive calculations of location and recognizable proof. For the 
passage level recognition (that is, to decide if the given picture speaks to one’s face), the 
specified picture is changed (turned and scaled). In the component extraction stage, the most 
helpful and extraordinary highlights (properties) of the face picture are extricated. With these 
got highlights, the face picture is contrasted and the pictures from the database. This is done 
in the grouping stage. The yield of the order part is the personality of a face picture from the 
database with the most noteworthy coordinating score, hence with the littlest contrasts 
contrasted with the info face picture. Likewise, edge esteem can be utilized to decide whether 
the distinctions are little enough. All things considered, it may be the case that a specific face 
isn't in the database by any means. 

 

2.4.3 Local Binary Patterns 

Local Binary Pattern (LBP) is a straightforward yet extremely proficient surface 
administrator which names the pixels of a picture by thresholding the area of every pixel and 
thinks about the outcome as a binary number. Because of its discriminative power and 
computational straightforwardness, the Local binary pattern surface administrator has turned 
into a prevalent methodology in different applications. It tends to be viewed as a bringing 
together way to deal with the generally different measurable and auxiliary models of surface 
investigation. Maybe the most significant property of the LBP administrator in genuine 
applications is its strength to monotonic dim scale changes caused, for instance, by 
brightening varieties. Another significant property is its computational straightforwardness, 
which makes it conceivable to examine pictures in testing ongoing settings. There occur some 
rare techniques for extricating the utmost prized highlights from (preprocessed) facade 
pictures to accomplish face recognition. One among many element extraction techniques is 
the Local Binary Pattern (LBP) strategy. This moderately new methodology was presented in 
1996 by Ojala et al. With LBP it is conceivable to depict the superficial and state of an 
unconventional picture. This is finished by separating a picture into a few little districts from 
which the highlights are removed. A preprocessed picture isolated into 64 locales below: 
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                                 A Pre-processed image divided into 64 regions. 
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                             Fig. 2.7:  A Pre-processed image divided into 64 regions 

These highpoints encompass of the binary pattern that portrays the surroundings of pixels in 

the areas. The gotten highlights from the areas are linked into an independent component 

histogram, which frames a portrayal of the picture. Pictures would then be able to be looked 

at by approximating the similitude (eliminate) amid their histograms. As specified by a rare 

examinations face recognition exploiting the LBP strategy gives generally amazing 

outcomes, both as far as quickness and separation execution. On account of the way the 

surface and state of pictures is portrayed, the method strategies appear to be very vigorous 

against face pictures with distinctive outward appearances, changed helping conditions, 

picture pivot and maturing of people. 

 

2.4.4 Principles of Local Binary Patterns 

In the event that a nearby pixel has a much dimmer an incentive than the inside pixel (or 

similar dim esteem) than a one is doled out to that pixel, else it gets a zero. The Local Binary 

Pattern code for the middle pixel is then created by linking the eight ones or zeros to a binary 

code. dim an incentive than the inside pixel (or similar dim esteem) than a one is doled out to 

that pixel, else it gets a zero. The Local Binary Pattern code for the middle pixel is then 

created by linking the eight ones or zeros to a binary code. Below is the foremost Local 

Binary Code Pattern Operator. Below is the foremost Local Binary Code Pattern Operator.  
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         Fig. 2.8: Local Binary Code Pattern Operator 

 

 

 

       Fig. 2.9: circularly neighbor–set for 3 distinguished values of P and R 

Above is the image of circularly neighbor–set for 3 distinguished values of P and R. 

In the event that the coordinates of the center pixel are (xc, yc) at that point the coordinates of 

his P neighbors (xp, yp) on the edge of the hover with span R can be determined with the 

sinus and cosines:   
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On the off chance that the grey estimation of the center pixel is gc and the grey estimations of 

his neighbors are gp, with p=0, ..., P−1, at that point the surface T in the nearby neighborhood 

of pixel (xc, yc) can be characterized as 

 

 

 

When these estimations of the focuses are gotten is it likewise conceivable to portray the 

surface in different manner. This is finished by eliminating the estimation of the middle pixel 

from the estimations of the focuses on the loop. On along these lines the neighborhood 

surface is spoken to as a cooperative dissemination of the estimation of the middle pixel and 

the distinctions: 

 

 

 

Since t(gc) portrays the general luminance of a picture, which is random to the neighborhood 

picture surface, it doesn't give helpful data to surface investigation. Consequently, a great part 

of the data qualities in the first joint conveyance is safeguarded in the joint distinction 

circulation: 
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Albeit invariant in contradiction of gray measure moves, the distinctions are influenced by 

measuring. To accomplish invariance as for whichever monotonic change of the gray 

measure, just the indications of the distinctions are studied. This implies for the situation a 

point on the loop has a greater gray an incentive than the middle pixel (or a similar esteem), a 

one is appointed towards that point, and otherwise it gets a 0: 

 

 

 

Where  

 

 

 

In the last advance to deliver the Local Binary Pattern for pixel (xc, yc) a binomial weight 2p 

is allotted to each sign s(g−g). These binomial loads are added: 
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It describes the regional picture surface about (xc, yc). The first LBP administrator in the 

above figure is fundamentally the same as this administrator with P=8 and R=1, hence Local 

Binary Pattern (8,1). The principle distinction between these administrators is that in LBP8,1 

the pixels first should be added to get the estimations of the focuses on the circle. 

 

2.4.4 Uniforms of Local Binary Patterns 

In an obvious actuality, this implies a uniform pattern has no advances or two advances. Just 

a single change is beyond the realm of imagination since the binary string should be viewed 

as round. The two patterns with zero changes, with for instance eight bits, are 00000000 and 

11111111. Instances of uniform patterns with eight bits and two changes are 00011100 and 

11100001. For patterns with two changes are P (P −1) blends conceivable. for uniform 

examples with P testing focuses and range R the idea utilized is  . 

 Distinctive texture primitives detected by the  are:  

 

                                      

                    Spot                 Spot/flat 
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                   Line end                Edge 

 

  

    

 

                                                                     Corner 

                                        Fig. 2.10: Distinctive texture primitives 
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Utilizing just uniform Local Binary Patterns has two significant advantages. The first is that it 

spares mixes. With  there are (P − 1) + 2 patterns conceivable. The quantity of 

potential patterns for an area of 16 (introduced) pixels is 65536 for standard Local Binary 

Patterns and 242 for Local Binary Patterns(u2). The second advantage is that LBPu2 

distinguishes just the significant local surfaces, similar to detects, the line finishes, edges and 

corners. See above figures for instances of these texture primitives. 

 

2.4.4 Face Recognition Applying LBP (Local Binary Patterns) 

These histograms would then be able to be utilized to quantify the comparability between the 

pictures, by figuring the separation between the histograms. 

 

 

 

           

             Fig. 2.11 Original Image                         Fig. 2.12: Only Pixel with Uniform Patterns 
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                    Fig. 2.13: Only pixel with Non-Uniform Patterns 

 

The above images demonstrate a picture which is part of a picture with just pixels with 

uniform patterns and in a picture with just non-uniform patterns. In particular, ninety-nine% 

of the first picture. Along these lines, ninety-nine% of the pixels of the picture have uniform 

patterns (with Local Binary Patterns this is even ninety-nine%). Additional outstanding thing 

is the way that, by taking just the pixels with unvarying patterns, the foundation is likewise 

protected. This is on the grounds that the foundation pixels all have a similar shading (same 

dark esteem) and subsequently their patterns contain zero changes. It additionally appears 

that a great part of the pixels around the mouth, the commotion and the eyes (particularly the 

eyebrows) have uniform patterns. 

 

2.4.4 Feature Vectors 

When the Local Binary Pattern for each pixel is determined, the element vector of the picture 

can be developed. For a proficient portrayal of the face, first, the picture is separated into K2 

districts. In the figure below, a face picture is partitioned into 82=64 areas. For each locale, a 

histogram with every single imaginable mark is developed. This implies every receptacle in a 

histogram speaks to an instance and contains the amount of its appearance in the area. The 

component vector is then built by connecting the regional/local histograms to 1 main 

histogram. 
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           Fig. 2.14: Face picture isolated into sixty-four districts, for each locale a histogram 

 

 

In the event that a picture is partitioned into k × k locales, at that point the histogram for area 
(kx, ky), with kx  belongs {1,...,k} and ky  belongs to {1,...,k},can be defined as: 

 

        

 

 

where the label of bin i is represented by L and 
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The feature vector is viably a portrayal of the face on three distinct dimensions of locality: the 
names contain data about the patterns on a pixel-level; the areas, in which the various marks 
are summed, contain data on a little territorial dimension and the linked histograms give a 
worldwide depiction of the face. 

 

2.4.4 Comparing the Feature Vectors  

To look at two face pictures, a sample (S) and a model (M), the distinction between the 
element vectors needs to gauge. This should be possible with a few conceivable divergence 
measures for histograms:  

- Histogram Intersection 
 

 
 

- Log-likelihood Statistic 

            

 

- Chi square statistic (x2) 
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In the above Eq.:  

Si,j and Mi,j represents the magnitudes of bin i from locale j (quantity of the presence of 
example L(i) in district j). Since certain districts of the facade pictures/image (for instance the 
areas surrounding the eyes) might comprise more helpful data than remaining others, every 
locale can be assigned a weight dependent on the significance of the data it comprises. As per 
the article weighted x2 executes marginally superior to the histogram convergence and the 
log-probability measurement. When weight wj is applied to locale j, the condition for the x2 
moves toward becoming: 

 

     

    

This weighted x2 for two (face) pictures, which is determined from the histograms, is a 
measure for the likeness between these pictures. The lower the estimation of the x2 (which is 
additionally called the 'distance' between the two pictures), the greater the likeness. 
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Chapter 3      Algorithm 

 

To actualize face recognition within the examination work, we will follow the Local Binary 

patterns procedure. Local Binary Pattern chips away at regional highlights that the utilization 

Local Binary Pattern administrator which abridges the local unique structure of a face picture. 

Local Binary Pattern is characterized as a request box of binary correlations of pixels’ powers 

amid the middle pixels; and it is 8 encompassing pixels. It does this correlation by employing 

the accompanying formulation: 

                 

Where ic compares to the estimation of the center pixel (xc, yc), in to the value of 8 nearby 

pixels. It is utilized to decide the local highlights in the face and furthermore works by 

utilizing fundamental LBP administrator. Highlight separated framework initially of size 3 x 

3, the qualities are analyzed by the estimation of the middle pixel, at that point binary pattern 

code is created and furthermore LBP code is gotten by changing over the binary code into 

decimal one. 

Algorithm: 

Input: Training Picture Set 

Output: Highlight removed from face picture and contrasted and focus pixel and recognition 

with obscure face picture. 

a. Initialize t = 0       t = temp 

b. FOR every picture P of the training picture set 

c. Initially set the pattern histogram, h1 = 0 

d. FOR every middle pixel c belongs I 

e. Calculate the design tag c, Local Binary Pattern 

f. Increasing the consequent bin by 1. 

g. END FOR 

h. Find the highest Local Binary Pattern feature for every picture and merged into single 

vector. 
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i. Compete with test face picture. 

j. If it equivalents it utmost alike face within database, there after positively familiar. 

 

        Local Binary Pattern 
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                                           Fig. 3.1: Local Binary Pattern 

 

 

 

    

              Flow Diagram of the Whole System 

 

 

                                   Fig. 3.2: Flow chart of Local Binary Pattern 
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                                                                        Fig. 3.3: Database Creation 



	 41	

               

                                         Fig. 3.4: Flow chart of Face Recognition  
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  Chapter 4                       Implementation 

In this segment the different decisions set aside a few minutes and the usage of the numerous 

techniques utilized or that will be utilized amid the venture are incorporated. 

4.1 Design 

During the time spent advancement of programming of the undertaking different choices with 

respect to nature, design, etc. of the task must be made. These incorporate the suppositions 

made, the APIs used. This segment talks about these parts of the task. 

 

               

                                                            Fig. 4.1: Block Diagram 

 

 

Explanation: 

Image Grabbing: This step grabs the image from outside sources and then further tasks are 

done accordingly. 
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Image preprocessing: In this step image is further preprocessed which excludes obstacles. 

 

Facial Detection: In this step facial features are detected and extracted and a decision is 

made whether the input face is present or not. If not present it goes to the start of the process 

and if the face is present features are extracted. 

 

Features Extraction: In this features are extracted after the facial features are extracted. 

 

Classification: In this step features are classified accordingly. 

 

Database of Faces: In this the faces are already stored and the feature extraction d=and 

classification matches and verifies with the stored faces. 

  

 Flow Charts of Different Methods Used 

 

                                       Fig. 4.2: Template Based Feature Detection 
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                      Fig. 4.3: Simple Architecture of Face Recognition System 

 

4.2 CODE: 

Main.py 

 
from train import * 
import os  
 
 
path = os.path.dirname(__file__) 
if len(path)! = 0: 
    os.chdir(os.path.dirname(path)) 
 
try: 
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    os.mkdir('faces') 
    os.mkdir('faces/users') 
except: 
    print 'err' 
    pass 
 
capture = raw input ('Capture image for training[y/n]: ') 
if str(capture). lower () == 'y': 
    cap = cv2.VideoCapture(0) 
    count=0 
    while True: 
 
        _, frame = cap.read() 
        detectedFaces = extractFace(frame) 
 
        if detectedFaces is None: 
            cv2.putText(frame,'Face Not 
Detected',(10,20),cv2.FONT_HERSHEY_COMPLEX_SMALL,1,(0,0,255),1) 
            cv2.imshow('Face Selector',frame) 
        else: 
            count+=1 
            face = cv2.resize(detectedFaces, (200,200)) 
            face = cv2.cvtColor(face, cv2.COLOR_BGR2GRAY) 
 
            file_name_path = './faces/users/'+str(count)+'.jpg' 
            cv2.imwrite(file_name_path,face) 
 
            
cv2.putText(detectedFaces,str(count),(10,20),cv2.FONT_HERSHEY_COMPLEX_SMALL,
1,(0,0,255),1) 
            cv2.imshow('Face Selector',detectedFaces) 
 
        k =cv2.waitKey(1)  
 
 
        if k==27 or count == 300: 
            break 
 
    cv2.destroyAllWindows() 
    cap.release() 
 
TRAINING MODEL  
 
data_path = ‘. /faces/users/' 
 
files = [f for f in os.listdir(data_path) if os.path.isfile(os.path.join(data_path,f))] 
 
trainingData,Labels = [],[] 
 
 
for i,f in enumerate(files): 
    image_path = data_path + files[i] 
    images = cv2.imread(image_path,0) 
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    #print type(images) 
    trainingData.append(np.asarray(images,dtype=np.uint8)) 
    Labels.append(i) 
 
Labels =np.asarray(Labels,dtype=np.int32) 
 
model = cv2.face. LBPHFaceRecognizer_create() 
 
model.train(np.asarray(trainingData),np.asarray(Labels)) 
 
 
Run Facial Recognition 
 
cap = cv2.VideoCapture(0) 
 
while True: 
     
    ret,frame = cap.read() 
 
    try: 
        face = extractFace(frame) 
        face = cv2.resize(face, (200,200)) 
        face = cv2.cvtColor(face, cv2.COLOR_BGR2GRAY) 
        results = model.predict(face) 
 
        if results [1] < 500: 
            confidence = int (100*(1-results [1]/300)) 
            dis_str = str(confidence)+' confident' 
         
        if confidence > 70: 
            
cv2.putText(frame,dis_str,(100,50),cv2.FONT_HERSHEY_COMPLEX,1,(0,255,0),1) 
            cv2.imshow('Detection',frame) 
        else: 
            cv2.putText(frame,'Not 
Detected',(100,50),cv2.FONT_HERSHEY_COMPLEX,1,(0,255,0),1) 
            cv2.imshow('Detection',frame)  
    except: 
        cv2.putText(frame,'No 
Face',(100,50),cv2.FONT_HERSHEY_COMPLEX,1,(0,255,0),1) 
        cv2.imshow('Detection',frame) 
 
     
    k = cv2.waitKey(1) 
    if k==27: 
        break 
 
cap.release() 
cap.destroyAllWindows()    
 

Train.py 
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import cv2  

import numpy as np  

def extractFace(img): 

    face_classifier = cv2.CascadeClassifier('models/haarcascade_frontalface_default.xml') 

 

    grayImg = cv2.cvtColor(img, cv2.COLOR_BGR2GRAY) 

    faces = face_classifier.detectMultiScale(grayImg,1.3,5) 

if faces is (): 

        return None  

for(x,y,w,h) in faces: 

        cropped_faces = img[y:y+h,x:x+w] 

    return cropped_faces 
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                                                  Fig. 4.4: Threshold confidence required VS Pictures taken 

 

 

                                                                  

            Fig. 4.5: Face already stored in database 
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                    Fig. 4.6: Face Not Detected 

           

 

 

                                                           Fig. 4.7: No face 
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Chapter 5         Conclusion and References 

 

• Conclusion 

In this exploration, the exploration had been done to the  

execution of the face recognition framework through utilizing highlight extraction 

with LBP (Local Binary Patterns). It basically comprises of 3 sections, to be specific 

face portrayal, highlight extraction and arrangement. Face portrayal speaks to how to 

display a face and decides the progressive calculations of discovery and recognition. 

The most helpful and one of a kind highlights of the face picture are separated in this 

component extraction stage. Within the arrangement, the face picture is contrasted 

into the pictures. The technique speaks to the regional component of that individual 

expression and equivalents it with the highest comparative databases’ expression 

picture. General achievement rate is 93%. 
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