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ABSTRACT 

 

Nowadays, many professions requires concentration for long term. Drivers have to keepaa 

close eyeaon the roads, so that theyacan react to some events occur on road immediately. 

Driver drowsiness often becomes a main cause for many traffic accidents. Therefore, there is 

an urgent need to develop a systems that could easily detect any bad psychophysical condition 

and notify it to the driver, which could massively decrease the number of car accidents related 

to fatigueness. However, many difficulties occur during the development of this systems 

related toafast or properarecognition ofaa driver’safatigue symptoms. Vision-based approach is 

oneaof theatechnical possibilitiesato implement driver drowsiness detectionasystems. This 

project presents the currently used driver drowsinessadetection systems and the technical 

aspects of using a vision based system to detect a driver drowsiness. 
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Chapter 1: Introduction 

 

1.1 Introduction 

 

Development in technology allows advancedasolutions for everydayalife. This makesawork easy 

for people, andaalso increases workasafety. Visionabased systemsaare getting moreapopular and 

moreawidely used inadifferent applicationsaand can beaused inatransportation, air security, in 

industry or in caraparking cameraaSuch system couldaalso beaused toadetect driver fatigueausing 

visionabased solutions. As fatigueais such a psychological conditionaof aaman which doesn’t 

allow the full concentration. It affects thearesponse time, as personareacts slower. So Driver 

sleeping alert system is a safety technology that could be used so that while driving no accident 

occurs that may be caused due to drivers felling asleep. 

 

 

          

Fig 1.1: Driver sleeping alert 
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1.2 Problem Statement 

 

With this project, I would develop a device that will detect when the Driver fell sleep. As day 

and night a countless number of people drive on the highway. Bus drivers, taxi drivers, truck 

drivers and people who travel for long durations or long-distance may sometimes suffer from 

lack of sleep. And Feeling sleepy becomes very dangerous to drive. 

Drowsiness of the driver causes the majority of accidents. So using Python, OpenCV, and 

Keras we will build a system that wil prevent these accidents and alert the driver when he feels 

sleepy. 

 

 

 

1.3 Objective 

 

The objective behind this project is to develop a Driver sleeping alert system that could find if 

a person had closed his/her for a longer period of time. If system find eyes to be closed for 

some seconds than the system will sound an alarm to alert the driver. 

 

 

 

1.4 Methodology 

 

In this Python project, the person’s eyes will be classified whether ‘Open’ or ‘Closed’ using 

OpenCV that is used for collecting images from the camera and giving it to the model of Deep 

Learning. 

 

 

 

1.5 Organization of Thesis 

In Chaptera2, I go through thealiterature survey. lookedaupon theavarious Deep 

learning models Eachaone ofathem has their ownaunique featuresawhich distinguishes 

it fromathe others. 
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In Chaptera3, I discussed different Deep learning models with their unique features. 

 

In Chapter 4, I explained the Deep learning model that had been used in the 

development of this project. 

 

In Chaptera5, I therebyaconcluded myareport andadiscussed theafuture scopeaof thisaproject. 
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Chapter 2: Literature Survey 

 

2.1 Using a vision-based system to detect a driver fatigue: Damian 

Salapatek, Jacek Dybala, Pawel Czapski, Pawel Skalski 

 

Fatigue detection is a hard task. It requires taking many factors into account. Best solution for 

this purpose can be video system. This would allow for precise detection of a drowsiness in 

real time.  

 

An important issue in designing the vision-based driver fatigue detection system  

is the correct selection of the analysed symptoms of fatigue as it is not possible to detect all the 

potential symptoms, it should be limited to the detection of the most important ones such as:  

closing of eyelids, slow in the movements of eyes, yawning or drooping a head. Methods  

based on the vector operations and the pattern classification allow detecting individual  

facial elements.  

 

Most popular methods are Component Analysis, frequency spatial methods, Neural Networks, 

Gabor filters. Neural networks are mainly used for identification and classification of pattern 

data, however they may also be used in face detection and recognition systems. 

 

In vision-based systems it is very important to identify the specific elements as well as to 

analyse their movement. Differential and gradient are the common methods used to detect a 

motion in video systems. 

 

It determines the brightness level in the grayscale or the intensity of color of the pixel during 

the frame changes to detect the movement of the object. One of  the limitations of this method 

is to have an object still, background lighting  should be constant, and there should be 

minimum noise in the film. 

 

To make an effective use of this method, some conditions should be met: invariability of light, 

a slight displacement of movement in objects in one. Two most popular gradient algorithms  

are Lucas-Canada and Horn-Schunk algorithm. Over  the  time the principle operation  of the  

first algorithm  is  a  characteristic  assumption:  the  brightness  of  the  dots  in  the  image  is  

unchanged , constant  movement  of  the  frames . 

 

Intention of  this  method  is for the  methodological  purposes,  that  is,  devoted  to  the  area  

at the  section  of  traffic  in  the  area. Pyramid could improve the performance of this 

algorithm The only disadvantage of the 

algorithm is to be more susceptible to interference as compared to the local methods. 

 

Problem with vision based system operating in real time are also apply to the hardware used 

for video and processing. One of the issue is implementing the number of cameras infront the 

driver to record the object of the interest. More cameras gives better result  that generate a 3D 
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image and then implement the appropriate data analysis methods but that may  disqualify  it  

for  the  industrial  scale.  

 

The quality of the recording equipment is also of great importance. Using an equipment of 

poor quality recording video signal  may  become  noisy,  affecting  the  performance  of  the  

algorithms  for  video  processing  and  analysing which  thing could result in the 

miscalculation of the result. 
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2.2 Intelligent Driver Drowsiness Detection system Method: Devendra 

Singh, Ugra Mohan Kumar, Pankaj Punia, Sudhir Jugran, Vinay Negi 

This drowsiness  detection is  based on  Artificial Neural  Network (ANN) learning  and 

acquired data fusion  of a  few advanced  pointers From vision system driver bodily pointers 

get information.  

 

The camera areaset infrontathe driverato obtainapictures ofathe driverafreely 

ignoringasurroundings. Inabad illuminationacases NIRaconsequently remainaon andavice 

versa. Pictureahandling methodato detectathe eyeamovement andatracking  theaparameters  to  

estimateathe piecesaof  information. 

 

aThey areataken throughaaccompanying enlistedamotions  fromavehicle likeacontrolling  

wheeladevelopments,aparallel sitea.   

 

 

 

 

      
 

                    Fig 2.1  Flowchart 

 
ANNs are usedatoagatherainformations throughavision withoutaany earlieralearning of athe 

examples. Atathat point,athe bestaperformance inadriver drawsinessaconsiders,aas 

indicatedaby theabest inaclass. Foraexample,ain aaportion ofathe previousaworks thisasystem 

recoversareview ratesain theavicinity ofa55% anda90%  contingentaupon theadata 

sources.aIdeal mixesaof anaassortment inathe writingaassessed throughaadvantageously 

trained methoda. 

 A driver'saconduct isaperplexing, variableaand non-direct.aOne ofathe principle pointsaof 

interestaof trainingamethod isathat theyafind  arrangementsabased onaearlierainformation. 

Thisatrademark isahelpful dueato  driveraconduct examines,acorrect information 

yieldaconnection areadifficult toabuild up.aANNs likelyacan sumaup, whichais 

extremelyauseful, becauseatrue dataais loud,amutilated andafrequently fragmented.aANNs are 

nonlinear,awhich enablesathem toatake careaof someamind bogglingaissues  moreaaccurately 

thanastraight strategies. 

 

aIn thisawork, aastandout amongstathe mostatypes  of aANNs, ais utilised,awhere  

respectivelyalayer comprisesaof  neuronsaaccepting  contributionsastraightforwardly 

beneathaand givesa specificallyaoverathe unit.aFor situation,ainformation  goneathrough  
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thealayers.  Yieldasignals  fromaneurons wereagone through aasolitary getsaneuron, 

thusaproducing the yield. 

 

Inathis paperaa methodais developedathat helpain theadetection strategiesaif thereamayarisea  

anaoccurrence ofaany imperfectionain oneatechnique, thearest ofathe strategiesato identifyathe 

drowsiness,aeffectively. Testsaworks onatwelve testacases drivingatest system.aThis comesa 

abouta accompanyingaand finishingaup  commentsacan  beadawn. Theaplanned systemacan 

workain  theaevent  ofathe flagamisfortune. Inasuch  conditions,agenerally  performanceais 

corruptedaof arounda6.85%.  

 

aExactness ofarecognition  inamost scenariosawas 87.78%a. Estimated data inside a 20 

seconds time are adequate for the proposed system. In Future we need to  design more  

accurate system  as  basic management  unit with improved  algorithms. 
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                    Chapter 3: SystemaDevelopment 

 

 

3.1 SystemaRequirements 

 

In order to runathis project , these following Softwares AndaHardware 

requirementsaare necessary toameet:- 

 

 

3.1.1 SoftwareaRequirements: 

 

1. Window 10 (64-bit) or Window (8/8.1) 

 

2. I hadaused Python languageafor thisaproject  asaPythonis a general purpose programming 

language which contains many unique libraries such as Pygame or NumPy that  makes it more 

reliable to  create model based upon linearaalgebrass. This language is easy to use as it has 

simple  syntax relatively and as it is designed with certain features to facilitate data analysis 

and visualization.  

 

 

 

3.1.2 IDLE 

IDLE is Python’s Integrated Development and Learning Environment. 

IDLE has the following features: 

 Using the tkinter GUI toolkit it is coded in 100% pure Python 

 Works same on all platforms Windows, Unix, and macOS 

 It has an interactive interpreter that colorizes the input, output code and also the error 

messages 

 It also has text editor that support multi-window with multiple undo call tips and other 

features 

 It search through multiple files (grep) within any window and replaces within editor 

windows. 



12 

 

 It debugs with breakpoints that are persistant, viewing of global and local namespaces 

and stepping. 

 

 

Packages Required: 

i. OpenCV package is used to detect face and eye. 
ii. Pygame package is used to play the sound alarm. 

iii. Keras package is used in building our classification model. 
iv. Tensorflow package is used as a backend. 

 

 

3.1.3 Hardware Requirements: 

 

 Window 10/8/8.1,aMacaOSX, LINUX 

 Intel Coreai3,ai5, or i7a. 

 1.6 ghzaor fasteraprocessor. 

 Min. of 10 GBafree memory space  

 

 

3.2 Existing Methodologies 

Supervisedavs UnsupervisedaModels 

Thereaare variousafeatures thatadistinguish theseatwo, butahow theseamodels areatrained isathe 

mostaintegral pointaof difference.aWhile supervisedamodels areatrained throughaexamples 

ofaa particularaset ofadata, unsupervisedamodels areaonly givenainput dataaand don’tahave 

aaset outcomeathey canalearn from.aSo inaan unsupervisedamodel thatay-column 

thatawe’reaalways tryingzto predictzis notzthere. Whilezsupervised modelszhave taskszsuch 

aszregression andz classificationzand willzproduce azformula, unsupervisedzmodels 

havezclustering andzassociation rulealearning. 
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3.2.1 SupervisedaModels 

i. ClassicaNeural Networksa(Multilayer Perceptrons) 

ii. ConvolutionalaNeural Networksa(CNNs) 

iii. RecurrentaNeural Networksa(RNNs) 

 

 

 

3.2.1.1: ClassicaNeural Networksa(Multilayer Perceptron) 

ClassicaNeural Networksacan alsoabe referredato asaMultilayeraperceptron.aThe perceptrona 

modelawas createdain 1958aby Americanapsychologist FrankaRosenblatt. Itaadapt 

basicabinary patternsathroughaaseries ofainputs throughaits singularanature, simulatingathea 

learningapatterns ofahuman-brain.aA classicaneural networkamodel isathe Multilayera 

perceptronaconsisting ofamore thana2 layers.a 

 

Whenato usea: 

 Tabularsdataset formattedsin rowssand columns (CSV files)s 

 Classificationaand Regressionaproblems whereaa setaofareal valuesais givenaas theainput. 

 Aahigher levelaof flexibilityais requiredain youramodel. ANNsacan beaapplied 

toadifferent typesaof data.a 
 



14 

 

                                                       

Fig:  3.1 Classic Neural Networks (Multilayer Perceptron) 

 

 

3.2.1.2 ConvolutionalaNeural Networksa 

Azmore capablezand advancedzvariationzof classiczartificial neuralznetworks,za Convolutional 

NeuralzNetwork (CNN)zis builtzto handleza greaterzamount ofzcomplexity aroundzpre-

processing,zand computationzof dataz. 

CNNsaare theamost efficientaand flexibleamodel andawere designedafor imageadata foraimage 

classificationaproblems. Althoughathey doanot particularlyabuilt toawork withadata thatado not 

haveaimages, theyacan achieveastunning resultsawith non-imageadata asawell.a 

Afterathe dataais  importedainto theamodel, thereaare 4aparts toabuilding theaCNN:a 

1. Convolution:aa processain whichafeature mapsaare createdaout ofaour inputadata. 

Aafunction isathen appliedato filteramaps.a 

2. Max-Pooling:awhich enablesaCNN toadetect anaimage whenapresented withamodification. 

3. Flattening:aFlatten theadata intoaan arrayaso CNNacan readait. 

4. FullaConnection:, Thealoss functionafor ouramodel isacalculated usingathe hiddenalayer. 
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Whenatoause: 

 ImageaDatasets (includingaOCR documentaanalysis).a 

 Forafaster processinga2-dimensionalaInput dataabut canabe convertedato 1-dimensional 

internally.a 

 Whenathe modelamay bearequired foragreat calculatingathe outputain greatacomplexity.a  

 

 

    FIG: 3.2 Convolutional Neural Networks 

 

 

3.2.1.3 RecurrentaNeural Networksa 
 

RecurrentalaNeural Networks(RNNs)awere inventedato beaused aroundapredicting sequences 

LSTMa(Long-term memory)ais aapopular RNNaalgorithm withamany possibleause cases:a 

 

When to use: 

1. Oneato one:aa singleainput mappedato aasingle output.a 

e.g.a—aImage Classificationa 

2. Oneato many:a a singleainput mappedato aasequence ofaoutputs.a 

e.g.a—aImage captioninga(multiple wordsafrom aasingle image)a 



16 

 

3. Manyato one:aA sequenceaof inputsaproducesaa singleaoutput. 

e.g.a—aSentiment Analysisa(binaryaoutput fromadifferent words)a 

4. Manyato many:aA sequenceaof inputsaproduces aasequence ofaoutputs. 

for e.g.a—aVideo classificationaby labelingaeach frameaseparately byasplitting theavideo 

intoaframes. 

 

 

 

 

                              Fig: 3.3 Recurrent Neural Networks 
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3.2.2 UnsupervisedaModels 

i. Self-OrganizingaMaps (SOMs)a 

ii. BoltzmannaMachines 

iii. AutoaEncoders 

 

3.2.2.1aSelf-OrganizingaMaps 

Self-OrganizingaMaps oraSOMs dealsawith dataawhich isaunsupervised andahelp witha 

dimensionalityareduction (reducingahow manyarandom variablesayou haveain youramodel).a 

Foraself-organizingamap theaoutput dimensionais alwaysa2-dimensional.aSo ifathere areamore 

thana2 inputafeatures, theaoutput willabe reducedato 2adimensions.aEach synapsea 

makingaconnectionabetween inputaand outputanodes havingaa weightagiven toathem.aIn 

modelaeach dataapoint competesafor representation.aThe nodeawhich isaclosest isacalled thea 

BMUa(best matchingaunit),aand theaSOM updatesits weightsato moveacloser toathe BMU.a 

Theaneighboursaof theaBMU keepadecreasing asathe modelaprogresses. Theacloser toathe 

BMUaa node is,athe moreaits weightsawould change.a 

Note:anodeacharacteristic areaweights itself,awhich representawhere theanode liesain theainput 

space.aNo activationafunctionais herea(weights areadifferent fromawhat theyawere inaANNs).a 

 

Whenato use:a 

 Whenaan outputaor a Yacolumn isanot presentainto providedadata. 

 Toaunderstandathe frameworkabehind aadataset exploreaprojects. 

 Creativeaprojectsa(Music/Text/Videoaproduced byaAI). 

 Dimensionalityareduction forafeature detection.a 
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3.2.2.2 BoltzmannaMachinesa 

Inathe 4amodels above,athere’saone thingain common.aThese modelsawork inaa certaina 

direction. SOMsabeing unsupervisedaworks sameaas supervisedamodels workain aaparticular 

direction.aBy direction,aI mean:a 

Inputa→aHiddenaLayer →aOutput.a 

Boltzmannamachines don’tafollow aacertain direction.aAll nodesaare connectedato eachaother 

in aacircularakind ofahyperspacealike inathe image.a 

AaBoltzmann machinearather thanaworking withafixed inputaparameters,acould generateaall 

parametersaofathe model.a 

Suchamodels areareferred  asastochastic andaare differentafrom otheradeterministic modelsa 

mentionsaabove.aRestrictedaBoltzmann Machinesaare moreapractical.a 

 

Whenato use:a 

 Whenamonitoringaasystema(sinceatheaBM will learnatoaregulate)a 

 Building aabinary recommendationasystem 

 Whenaworking withaa veryaspecific setaof dataa 

  

                 Fig: 3.4 Boltzmann Machines 
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3.2.2.3 AutoaEncoders 

Autoaencoders workaby automaticallyaencoding dataabased onainput values,athen performinga 

anaactivation function,aand finallyadecoding theadata foraoutput. someasort ofabottleneck 

imposedaon theainput features,acompressing themainto feweracategories. Thus,aif 

someainherent structureaexists withinathe data,athe autoaencoder modelawill identifyaand 

leverageait toaget theaoutput. 

 

Types/Variationsaof AutoaEncoders:a 

 

- SparseaAuto Encoders:aWhere theahidden layerais greaterathan theainput layerabut aa 

regularizationatechnique isaapplied toareduce overfitting.aAdds aaconstraint onathe lossa 

function,apreventingathe autoencoderafrom usingaall itsanodes at aatime. 

 

- DenoisingaAuto Encoders:aAnother regularizationatechnique inawhich weatake aamodified 

versionaof ourainput valuesawith someaof ourainput valuesaturned inato 0arandomly. 

 

- ContractiveaAuto Encodersa:aAdds aapenalty toathe lossafunction toaprevent overfittinga 

andacopying ofavalues whenathe hiddenalayer isagreater thanathe inputalayer. 

 

- StackedaAuto  Encoders:aWhen youaadd anotherahidden layer,ayou getaa stackeda 

autoencoder.aIt hasa2 stagesaof encodingaand 1astage ofadecoding. 

 

Whenato usea: 

 Dimensionalareduction/Feature detectiona 

 Buildingaa recommendationasystems whichais powerfull(moreapowerful thanaBM) 

 Encodingafeaturesain massiveadatasets 
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                                         Fig: 3.5 Auto Encoders 
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Chapter 4: Implementations and Results 

 

 

4.1 Dataset Used 

 

The dataset is build by myself  which is used in this model. We wrote a script to create the 

dataset that collect images from camera and detect eyes from those images.. Than we 

separate them in two categories labeled as ‘Open’ or ‘Closed’. For building the model I 

removed the images that we do not want and were not necessary. In this data we collect 

different people images in different conditions of light which are around 7000 in number. 

After the model is trained, the final weights were attached in the “models/cnnCat2 .h5 

”.model architecture file. 

 

 

4.2 Architecture  of  Model  

 

Using Convolutional Neural Networks (CNN)  we build a model  with Keras. A special type 

of neural network of deep learning which could perform significantly good in purpose like 

image classification is convolutional neural network. In CNN there is layers like input, aoutput 

layere and another layer which could have layer in multiple numbers is  hidden layer. on the 

layer and the filter that could do the multiplication of matrix in 2d form a operation called 

convolution is performed.   

These layers are there in a CNNa model aarchitecture: 

 32 nodes and kernel of size 3 

 64 nodes and kernel again of size 3 

 128 nodes nad a completely connected layer 

final layer has 2 node and is completely connected. We used an activation function called Relu 

function only in the output layer we used different function called Softmax. 
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4.2.1 Score 

Basically score is just a value which could be used to examine the period of time the person 

has closed his/her eyes. If both the eyes are detected as closed, the score will aincrease and 

when the aeyes are detected as open, the score will descent. I had defined a threshold so if the 

score gets amore than 15 that will conclude that the aperson’s eyes were aclosed for aa longer 

aperiod of atime. This is awhen the aalarm will start beeping. 

 

 

 

4.3 Implementation 

 

Step 1 – we will take images from camera as input. 

Step 2 – than we detect theaface in theaimage andacreate aaRegion ofaInteresta(ROI). 

Step 3 – than from the ROI eyes will be detected and wouldafeed itato theaclassifier. 

Step 4 – Classifierawould categorizeawhether the eyesaare openaoraclosed. 

Step 5 – Theascore would be calculated toacheck whetherathe personaisadrowsy. 
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4.4 Results 

 

 

 

                                    Fig 4.1 Open Eye Detection 
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                                  Fig 4.2 Closed Eye Detection 

 

 

 

                                         Fig:4.3 Sleep Alert 
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5.1  Conclusions 

 

In order to reduce the number of road accidents which occurs due to the driver drowsiness, it is  

Of immense  importance  to  introduce this system in a automotive  industry that would 

immediately detect  the first  signs of the drowsiness and  notify the driver by sounding an 

alarm.  A system  based on real-time face analysis could be one of the most effective approach 

to detect fatigue symptoms. There  are number of  problems  associated  with  this  design  and 

one of them is uneven algorithms. Current technologies advances  in  recording and processing 

video to help in reducing and eliminating such problems. It is for sure that if these systems are 

integrated with other  on-board on car, this driving  system would  definitely increase road 

safety. 

 

 

 

5.2 Future Scope 

 

The model could be improved incrementally by adding more parameters than only vision 

based like blinking eye rate, no. of yawning, state of the car, etc. If all these parameters are 

gathered and used it could immensely improve the accuracy of the system. 

 

Further we could work upon this project by adding sensors which could help us to track the  

heart rate in order to prevent accidents caused due to sudden cardiac attacks to drivers.  

  

Same model and techniques could be used for various other purposes like on OTT platforms 

like Netflix, youtube and other streaming services to detect when the viewer is asleep  

and stop playing video. It could also be used in other application that prevents users from 

sleeping. 
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