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ABSTRACT 

 

          While planning a software project one faces various troubles and need for guidance 

the obvious choice for such situations is looking up blog sites that can give us some insight 

into our problem. Today, very large amounts of information are available in online 

documents. As a part of the effort to better organize this information for users, researchers 

have been actively investigating the problem of automatic text categorization. Big data is 

an evolving term that describes any voluminous amount of structured, semi-structured and 

unstructured data that has the potential to be mined for information. The bulk of such work 

has focused on topical categorization, attempting to sort documents according to their 

subject matter (e.g., sports vs. politics). 

          Contemporary electronic commerce involves everything from ordering "digital" 

content for immediate online consumption, to ordering conventional goods and services, 

to "meta" services to facilitate other types of electronic commerce. India has an internet 

user base of about 250.2 million as of June 2014. The penetration of e-commerce is low 

compared to markets like the United States and the United Kingdom but is growing at a 

much faster rate with a large number of new entrants. 

          The ever-increasing popularity of websites because of e-commerce (online portals) 

has grown widely in few recent years. The merchants have even emerged with new ideas 

to provide some new suggestion to the customers. Instead of selling products to the 

customers, they prefer to suggest them the right websites to buy the best deals.  

 

          Moreover, the merchants are trying to work upon their recommender system so as to 

efficiently touch the user’s choice - the type of search queries and to recommend the user 

with the variety of items related to it, thus saving the valuable time and attracting interest 

in the items of products thereby making its user to surf more. The overall propaganda 

behind the procedure is to provide users with the best in least time. It would be as simple 

to say convenient shopping amidst the stressful life. Moreover, what is common among 

every web portals is the agenda of leaving decision in the minds of its customers. 
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Chapter 1: Introduction 
 

1.1 Problem Statement 
 

Adhering to this idea I aim To Design a web based platform that consolidates data from 

various websites at a single location, to suggest users right gifts based on various 

parameters. 

 

The parameters considered would be  

 

 Occasion 

 Relationship 

 Age 

 Personality 

 Mood 

 Interests 

 Price 

 Delivery Time 

 

          The parameters mean the topical category which would be considered widely in 

suggesting the gifts to users. As mentioned above the gifts will be recommended on the 

basis of occasion – the type of event or function of incident and the mood of the function, 

the relationship with the user- means the relation the user possess with the person to whom 

he has to give gift. The age of person gifted. The Personality and the area of interests if any 

of the person gifted. This can be linked with the social networking sites like Facebook and 

Twitter just to gather sufficient information for the feasibility of user. The price parameter 

will be again an unimportant one but subdivided into the range of price distribution where 

the categories of products shall be filtered according to the range of price predetermined. 

 

 

Major Parameters 
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1.2 A brief Overview 

 

          Gift-giving and receiving is something that all of us indulge in regardless of culture. 

While we may have given and received gifts all our lives, we may not be fully aware of the 

spiritual implications of giving and receiving gifts. In this article, we explain the various 

aspects of giving and receiving gifts, from a spiritual perspective. 

However, as per the spiritual law of Karma, when we give or accept gifts: 

 We are either creating or settling give-and-take accounts with the other person. 

 

 We incur either merits or demerits, depending on the type of gift we are giving and 

the intention behind. 

 

 

 

                                                 Source: http://www.spiritualresearchfoundation.org 

Fig: Importance of Gifts 

 

 

http://www.spiritualresearchfoundation.org/
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1.3 Related Area of Work 

 

i. JUNGLEE – Anand Rajaraman (Cofounder) in 1996 

          Junglee.com is an online shopping service by Amazon that suggests its customers 

with the list of all the stores to buy suitable products at the best price by comparing the 

deals on various parameters as per the decision of the customer. 

Source: http://blog.junglee.com 

Fig: JUNGLEE Logo 

 

ii. COUPONDUNIA MEDIA PRIVATE LIMITED - Sameer Parwani (CEO) 

 

          Coupondunia.com is a coupon website which distribute coupons that only can be 

used for online shopping to also distribute coupons that can be used offline. The combined 

service’s websites, mobile applications, e-mail newsletters alerts and social media presence 

will enable consumers to search for, discover, and source the best offers from leading 

retailers and brands. For virtually every e-commerce store in India, the website list coupons 

and offers that can be availed to save on a purchase. The websites directly contracts with 

the other companies and provide coupons to consumer so as to save their money. All 

coupons and offers are free. Everyone loves saving money so the response we’ve received 

in the market has been excellent. Coupondunia.com boasts to be the most popular coupon 

website in India due to its focus on helping people save money. 

http://blog.junglee.com/
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     Source: http://www.coupondunia.com 

Fig: COUPONDUNIA Logo 

 

iii. PINTEREST - Ben Silbermann, Paul Sciarra and Evan Sharp (Founders) 

 

          Pinterest is a web and mobile application company that offers a visual discovery, 

collection, sharing, and storage tool. Users create and share the collections of visual 

bookmarks (boards). Boards are created through a user selecting an item, page, website, 

etc. and pinning it to an existing or newly created board.  

Source: http://in.pinterest.com 

Fig: PINTEREST Logo 

http://www.coupondunia.com/
http://in.pinterest.com/
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          Users save and share pins from multiple resources onto boards based on a plethora 

of criteria, e.g., similar characteristics, a theme, birthday parties, planning a vacation, 

writing a book, interior decorating, holidays. Boards can develop projects, organize events, 

or save pictures and data together. Pinterest acts as a personalized media platform.  

 

iv. TRIPADVISOR MEDIA GROUPS PRIVATE LIMITED - Stephen Kaufer 

 

          TripAdvisor is an American travel website providing reviews of travel-related 

content. It also includes interactive travel forums. TripAdvisor aims to provide the best 

hotels and places to visit to its customers who make a search to visit in the new places. 

TripAdvisor also feature user-generated opinions which has led to an abundance of 

customer reviews that are often too numerous for a user to read. Consequently, there is a 

growing need for systems that are able to automatically extract, evaluate and present 

opinions in ways that are both helpful and easy for a user to interpret.  

 

 

Source: http://tripadvisor-warning.com 

Fig: TRIPADVISOR Logo 

 

 

 

 

 

 

http://tripadvisor-warning.com/
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1.4 My Area of work 

 

          After looking at the related area of work, an interests to work in the same domain 

field concentrating upon the suggesting proper gifts. A web site that can help consumers to 

redirect to the pages of the various websites that provide the services related to the product. 

The user has to just enter the parameters details on the homepage. The parameters are the 

major parameters (Occasion, Age and Relationship) already described in the list of 

parameters. The query ones send to the crawler crawls the webpages of the various websites 

and then display the best – top ranked data to the user. The main objective is to let user 

find the “Simplest way to find right gifts, at the best portal” 

 

 

 

 

          We know that this era unlike any, is faced with explosive growth in the size of data 

generated or captured. Data growth has undergone a renaissance, influenced primarily by 

ever cheaper computing power and the ubiquity of the internet. This has led to a paradigm 

shift in the E-commerce sector; as data is no longer seen as the byproduct of their business 

activities, but as their biggest asset providing: key insights to the needs of their customers, 

predicting trends in customer’s behavior, democratizing of advertisement to suits 

consumers varied taste, as well as providing a performance metric to assess the 

effectiveness in meeting customers’ needs. 

 

          With the rapid evolution of e-commerce and increasing number of internet users 

since the few years the area of my work would be on crawling and consolidating the various 

gifts website and creating a web based platform to help the users to find the right gifts at 

the right place. Normally, any e-commerce website focusses upon creating its own new 

retail store and then managing it only. 

 

 

Simplest way to find right gifts, at the best portal  
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          In this project, all the concentration will be on the managing the other retail stores 

and then categorizing them in a fashion that through one login portal or from one 

application platform the user can access various gifts on the different sites. It is just the 

same that the customer now prefers to buy all the products at the same place or shop rather 

than going to different shops for different categories of products. The best example of this 

is Malls and Multiplexes. 

 

          The web based application will provide the same benefit to the users to access all the 

gifts at the one place. The gifts will not be from one website only but from the different 

websites which will be considered and discussed in the next heading. The users will also 

have advantage of finding the best among the available options from different websites. 

Moreover, the users can also compare the two similar products at different websites based 

on their pricing, user ratings and reviews. 

 

1.5 Approach to the Problem 

 

There are four different websites that are being worked upon in the project. The websites 

are as follows: 

 

i. www.indiangiftsportal.com 

ii. www.archiesonline.com 

iii. www.giftease.com 

iv. www.giveter.com 

 

          Once the gifts are suggested to the users, the users can compare the gifts at all the 

websites considered for crawling and consolidation and hence will be redirected to their 

page for the further purchase. The difference it holds from the other web portals is that it 

shows all the products from multiple websites at the same page for similar parameters 

entered by the user. 

http://www.indiangiftsportal.com/
http://www.archiesonline.com/
http://www.giftease.com/
http://www.giveter.com/
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          A Search Engine is designed to search for information on the World Wide Web. The 

search results are generally presented in a line of results often referred to as search engine 

results pages (SERPs). The information may be a mix of web pages, images, and other 

types of files. Some search engines also mine data available in databases or open 

directories. Unlike web directories, which are maintained only by human editors, search 

engines also maintain real-time information by running an algorithm. 

 

 

The overall project uses the concepts of  

 

 Web Crawling  

 Data Consolidation 

 Pruning of Data 

 Page Rankings 

 Different types of Login - Login through Facebook  (Birthday Calendars and  

Reminders), Login through email (single login account for the different 

websites) 

 

          Focusing on the login account. The gift portal will be enabled using social login, 

also known as social sign-in, is a form of single sign-on using existing login information 

from a social networking service such as Facebook to sign into a third party website in lieu 

of creating a new login account specifically for that website. It is designed to simplify 

logins for end users as well as provide more and more reliable demographic information to 

web developers. 

  

          The social login platforms would also enable users to get the details like (birthdays 

of the friends on the friend list on Facebook account) and then let the user suggest gifts on 

the basis of their personalities (likes and dislikes). The idea of birthday calendar is the main 

motive behind its implementation. Moreover, the social login users will also lead to enable 

e-commerce referrals and interaction among users regarding the various products shown 

on the websites. 
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          The crawling methods discussed from the next page is of the Google Bot that how 

the Google handles its search query and the bot crawls the webpages and fetches the links 

according to the different algorithms.  

 

The tools that would be involved in implementing the above would be: 

 

 XAMPP version 5.5.19 

 Adobe Dreamweaver CS4 

 Technologies used would be: 

 PHP 

 MYSQL 

 JAVASCRIPT (used implicitly by JOOMLA) 

 HTML 

 

 

          Features like APACHE and MYSQL are embedded in XAMPP. Apache enables 

coding in PHP and MYSQL would be used for handling database content. PHP is a server-

side scripting language which is used for making dynamic web pages. Moreover, PHP 

allows database connectivity with no hassles, thus this would make handling huge 

databases relatively easier. Finally, HTML would be used to design the client side 

application. 

 

1.5.1 Important Points regarding the implementation     

 

 The interface design and display of the content would be done using the HTML and 

its looks and formatting would be done using the CSS. 

 

 The image slider on the homepage will be made in the java script is made using the 

Java Script and the functions in Jscript. Its formatting will be again done through 

CSS. 

 

 

 The other backend coding of the crawling technique, pruning of links and their 

consolidation will be done using the PHP (Preprocessor Hypertext) 
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i. As we generally see on any website that after the search query is send to the 

crawler or the search engine   

 

Source: http://www.google.co.in/insidesearch/howsearchworks 

Fig: Big Data on the World Wide Web 

 

ii. Search Engine navigates the webpages using the crawlers. 

 

 
Source: http://www.google.co.in/insidesearch/howsearchworks 

Fig: Searching is done by Crawling 

http://www.google.co.in/insidesearch/howsearchworks
http://www.google.co.in/insidesearch/howsearchworks
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iii. Keep track of all the webpages in the index. Perform pruning of the page links.  

Pruning involves 

 Remove the “anchor” or “reference” part of the URL. 

 Use heuristics to recognize default web pages. 

 Remove “.”, “. //”,”//”,”#” and its parent directory from the URL path. 

iv. Programs and Algorithms to deliver the best search results. 

 Search Methods 

 Autocomplete or Spelling 

 Synonym 

 Query Understanding 

 

Source: http://www.techiemania.com 

Fig: Data Consolidation 

 

v. Based on the results, pull the relevant webpages from the index and rank them. 

 

vi. Fight the spams. 

http://www.techiemania.com/how-to-understand-page-rank.html
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1.5.2 Importance of Gifting 

 An expression of love or friendship. 

 An expression of gratitude for a gift received. 

 An expression of piety, in the form of charity. 

 An expression of solidarity, in the form of mutual aid. 

 To share wealth. 

 To offset misfortune. 

 

1.5.3 Discussion on the basis of Parameters 

 

Major Parameters 

 Categorization on the basis of Occasions (often celebrations): 

o Anniversary (the wedding anniversary of couples may receive gifts).  

o Birthday (the person having birthday gives cake, etc. and receives gifts). 

o Wedding of the couple (includes gift for bride, groom and both). 

o Romantic Gifts (just to glorify the romance among the lovers). 

o House warming gifts (signifying the happy occasion of a new house).  
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 Categorization on the basis of Age: 

o Babies (0-2 years) 

o Kids (2-4 years) 

o Youth 

o Young Married 

o Seniors 

 

 Categories on the basis of Relationships 

MEN 

 

o Grandfather 

o Father 

o Husband 

o Brother 

o Son 

o Boyfriend 

o Friend: Male 

WOMEN 

o Grandmother 

o Mother 

o Wife 

o Sister 

o Daughter 

o Girlfriend 

o Friend: Female 
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Some other Parameters to be considered 

 Categorization on Price 

 

o Price Range 

o Page Ranking according to price (Low to High, High to Low) 

 

           Categorization on the Delivery Time 

 

o Delivery within Today 

o Delivery within Tomorrow 

o Delivery at 00:00 hours 

 

          The delivery categorization will be based on the location factors because it would be 

tremendously difficult to reach the outreached area in the limited area. Only the remote 

location can be accessed easily. 

 

         Categorization on the basis of some other Occasion 

 

o Father's Day (the father receives gifts.) 

o Mother's Day (the mother receives gifts.) 

o Retirement Gifts 

o Congratulations Gifts 

o Engagement Gifts 

o Valentine’s Day Gifts 

o Farewell 

o Hindus give Diwali, Holi, Rakhi and Pongal gifts to family and friends. 

o Muslims give gifts to family and friends, known as EId, on Eid al-Fitr (the 

end of Ramadan) and on Eid al-Adha. 
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o Christmas (People give one another gifts, often supposedly receiving them 

from Santa Claus, the Christ child or Saint Nicholas.) 

o Feast of Saint Nicholas (People give each other gifts, often supposedly 

receiving them from Saint Nicholas.) 

o Easter baskets with chocolate eggs, jelly beans, and chocolate rabbits are 

gifts given on Easter. 

o Greek Orthodox Christians in Greece, will give gifts to family and friends 

on the Feast of Saint Basil. 

o Jews gives Hanukkah gifts to family and friends. 

 

 Categorization on the basis of Personality 

 

o Area of Interests  

o Size (Height parameters, Figure) 

o Particular Likes (can be linked with the Facebook account) 

 

          Like every e-commerce portal’s search engines rely on web crawlers to feed content 

into various indexing and analysis layers, which in turn feed a ranking layer that handles 

user search queries. Therefore, we discuss the web crawler in the next chapter. 
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1.6 Motivation 

 

 The ever increasing popularity of websites that feature user generated opinions. 

(The examples e commerce websites that emerged as a way of providing something 

new to the people in different areas of the industries are shown above) 

  

 Offering gifts is a tradition followed since years and will continue- sign of donation, 

love and compliments. 

 

 People who make social commerce click- sellmojo. 

Sellmojo is a unique application that enables merchants to create their very own 

storefront, on their Facebook page, where Facebook’s 1 billion users can discover 

products and shop without ever leaving the social network. 

 

 Difficult to decide the gift considering various parameters like the type of occasion, 

the age of the person who has to be gifted, the relationship with the person. 

 

 More options are accessible taking less time. 

 

 Entrepreneurs should know the opinions and demands of the consumers, to know 

the needs, wants and the demands of the customers and their area of interest. 

 

 My own area of interests in developing a system that follows recent trends. 
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Chapter 2: Concepts 
 

 

2.1 Web Crawling 

 

           A web crawler (also known as a spider) is an Internet bot that systematically 

browses the World Wide Web, typically for the purpose of Web Indexing. Web crawlers 

are used for a variety of purposes. Most prominently, they are one of the main components 

of Web search engines, systems that assemble a corpus of web pages, index them, and 

allow users to issue queries against the index and find the web pages that match the queries. 

 

           The crawling layer has two responsibilities: down loading new pages, and keeping 

previously downloaded pages fresh. The most well-known crawler is called “Googlebot.” 

 

 

         WWW contains millions of information beneficial for the users, many information 

seekers usage search engine to initiate their Web activity. Search engines rely on a crawler 

module to provide the grist for its operation, Matthew Gray wrote the first Crawler, the 

World Wide Web Wanderer, which was used from 1993 to 1996. Web Crawlers describe 

how the search engines should cope with the evolving Web, in an attempt to provide users 

with up-to-date results. There exists various studies on crawler policies discussed below 

which proposes how one can maintain local copies of remote data sources “fresh," when 

the source data is updated autonomously and independently. 

The behavior of a Web crawler is the outcome of a combination of policies: 

 A selection policy that states which pages to download, 

 A re-visit policy that states when to check for changes to the pages, 

 A politeness policy that states how to avoid overloading Web sites, and 

 A parallelization policy that states how to coordinate distributed web crawlers. 

40% of the Internet traffic is due to the web crawlers. 
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2.1.1 Uses of Web Crawlers 

 

          Crawlers look at webpages and follow links on those pages, much like you would if 

you were browsing content on the web. They go from link to link and bring data about 

those webpages back to Google’s servers. 

 

i. Web Crawlers are used to discover public available webpages. 

 

ii. Web Indexing: - Web indexing (or Internet indexing) refers to various methods for 

indexing the contents of a website or of the Internet as a whole.  

 

iii. Web archiving: - A service provided by Internet archiving where large sets of web 

pages are periodically collected and archived for posterity. 

 

iv. Web data mining: In web data mining the different web pages are analyzed for 

statistical properties, or where data analytics is performed on them. 

 

v. Web crawlers can copy all the visited pages by a search engine that indexes the 

downloaded pages so that the users can search them more quickly. 

 

 

2.1.2 How do Web Crawler’s Work? 

 

i. Crawler starts with a list of URL’s to visit – called the seeds. 

ii. Identify all the hyperlinks in the page. 

iii. Fetch the hyperlinks. 

iv. Remove the inappropriate symbols and undesirable content from the hyperlinks. 

v. Add the hyperlinks to the list of URLs to visit – called the crawl frontier. 

vi. URLs from the frontier are recursively visited. 
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          As the hyperlinks in the seed page are fetched and parsed, the extracted URL’s  

are placed in a data structure (Queue) which I called the crawl frontier. The URL’s  

are revisited from this Queue itself using First in First Out implementation. 

 

 If the crawler is performing archiving of websites it copies and saves the 

information as it goes.  

 

 Such archives are usually stored such that they can be viewed, read and navigated 

as they were on the live web, but are preserved as ‘snapshots'.  

 

 The large volume implies that the crawler can only download a limited number of 

the Web pages within a given time from a given web page, so it needs to prioritize 

its downloads. 

 

 The high rate of change implies that the pages might have already been updated or 

even deleted. 

  

Source: http://image.slidesharecdn.com/webcrawler 

Fig: Traditional Web Crawler 

http://image.slidesharecdn.com/webcrawler
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2.1.3 Types of Web Crawlers 

i. Focused Crawler: - Focused Crawler is also known as a Topic Crawler that tries 

to download pages that are related to each other. It collects documents which are 

specific and relevant to the given topic. The focused crawler determines the 

following – Relevancy, Way forward. It determines how far the given page is 

relevant to the particular topic and how to proceed forward. The benefits of focused 

web crawler is that it is economically feasible in terms of hardware and network 

resources, it can reduce the amount of network traffic and downloads. 

ii. Incremental Crawler: - A traditional crawler, in order to refresh its collection, 

periodically replaces the old documents with the new documents. On the contrary, 

an incremental crawler incrementally refreshes the existing collection of pages by 

visiting them frequently; based upon the estimate as to how often pages change. It 

also exchanges less important pages by new and more important pages. The benefit 

of incremental crawler is that only the valuable data is provided to the user, thus 

network bandwidth is saved and data enrichment is achieved.  

 

iii. Distributed Crawler: - In Distributed web crawling many crawlers are working to 

distribute in the process of web crawling, in order to have the most coverage of the 

web. A central server manages the communication and synchronization of the 

nodes, as it is geographically distributed. It basically uses Page rank algorithm for 

its increased efficiency and quality search. The benefit of distributed web crawler 

is that it is robust against system crashes and other events, and can be adapted to 

various crawling applications.  

 

iv. Parallel Crawler: - A parallel crawler consists of multiple crawling processes 

(running in parallel) called as C-procs which can run on network of workstations. 

The Parallel crawlers depend on Page freshness and Page Selection. A Parallel 

crawler can be on local network or be distributed at geographically distant 

locations. Parallelization of crawling system is very vital from the point of view of 

downloading documents in a reasonable amount of time. 
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2.1.4 Page Fetching 

 

 Clients need to have timeouts so that unnecessary amount of time is not spent on 

slow servers or in reading large pages. 

 Frontier may be implemented using a queue. A new unvisited URL is added to the 

tail and the head will point to the URL next to be crawled. 

 Error Checking and Exception Handling are important during the fetching process 

since we need to deal with millions of remote servers using the same code. 

 Remote Exclusion Protocol helps server administrator to communicate their file 

access policies to different user agents. 

 

2.1.5 Parsing 

 

 Convert the protocol and hostname to lowercase. 

 Remove the “anchor” or “reference” part of the URL. 

 Use heuristics to recognize default web pages. 

 Remove “.”, “. //”,”//”,”#” and its parent directory from the URL path. 

 Leave the port numbers in the URL unless it is port 80. 

 Stop listing and Stemming. 

 

2.1.6 Choice of Website owners 

    For a certain website, site owners have many choices about how Google crawls and 

indexes their sites through Webmaster Tools and a file called “robots.txt”. With the 

robots.txt file, site owners can choose not to be crawled by Googlebot, or they can provide 

more specific instructions about how to process pages on their sites. Site owners have 

granular choices and can choose how content is indexed on a page-by-page basis. For 

example, they can opt to have their pages appear without a snippet (the summary of the 

page shown below the title in search results) or a cached version (an alternate version stored 

on Google’s servers in case the live page is unavailable).  
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2.1.7 Crawling in My Area of Work 

          In the project, Focused Crawler is implemented using PHP. The crawler crawls all 

the four websites considered (www.indiangiftsportal.com, www.archiesonline.com, 

www.giftease.com, www.giveter.com ), fetches and parses all the links as discussed above. 

The web pages links are stored in the different queues implemented using an array. The 

parsing of the link has been performed in the crawling function itself. Once the parsing is 

done the useful links are extracted from the page source and then stored in the frontier 

(queue). These links will be fetched from the same queue for further usage. 

 

          Similarly, a crawler function for extracting image links is also implemented. The 

image crawler will extract all the images on the webpage under <img src> tag holding 

extensions like .jpg/.jpeg, .png, .bmp. The image links after parsing are stored in separate 

arrays for all the four different websites. So, overall there are eight arrays four for the links 

for each website and the other four arrays for the image links for each website.  

 

          No database is created for the storage of links as the crawler performs live crawling. 

Once the database has an information about any product and then at certain stage the 

product is not available with the company or the information (price, quality, color, URL) 

of the product has been changed by the company then the database has to be updated every 

time. Instead, arrays will fetch and only add those links that are crawled recently. So the 

server takes less time to load and the array is updated with recent URL’s. 

 

 The crawler function should be kept in the simplest format. Harder and more 

complex crawler create troubles in loading when hosted on server. They make the server 

slow. The images are not loaded properly. The text formatting also goes distorted and 

deformed contents on the webpages. Moreover, the complex crawler also increases the 

loading execution time which may lead to execution time out. The default execution time 

of a localhost server is 30 seconds. If the crawler takes more than 30 seconds to execute 

there might be a probability that all the links from all the 4 websites are not fetched from 

the webpage and hence this will create problems for future work of consolidation. 

http://www.indiangiftsportal.com/
http://www.archiesonline.com/
http://www.giftease.com/
http://www.giveter.com/
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The screenshot of the crawled links from the four different websites (i.e. 

www.indiangiftsportal.com, www.archiesonline.com, www.giftease.com, 

www.giveter.com ) are shown below: 

 

 

    Source: http://localhost/xampp/project/Crawler/crawled_links_print.php 

Fig: Screenshot 1 of the Crawled links from Indian gifts portal and Archies websites 

 

 
    Source: http://localhost/xampp/project/Crawler/crawled_links_print.php 

Fig: Screenshot 2 of the Crawled links from Indian gifts portal and Archies websites 

http://www.indiangiftsportal.com/
http://www.archiesonline.com/
http://www.giftease.com/
http://www.giveter.com/
http://localhost/xampp/project/Crawler/crawled_links_print.php
http://localhost/xampp/project/Crawler/crawled_links_print.php
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Source: http://localhost/xampp/project/Crawler/crawled_links_print.php 

Fig: Screenshot 3 of the Crawled links from Giftease and Giveter websites 

 

 

Source: http://localhost/xampp/project/Crawler/crawled_links_print.php 

Fig: Screenshot 4 of the Crawled links from Giftease and Giveter websites 

http://localhost/xampp/project/Crawler/crawled_links_print.php
http://localhost/xampp/project/Crawler/crawled_links_print.php
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Source:  

http://localhost/xampp/project/Crawler/Image_Crawler/crawled_imagelinks_print.php 

Fig: Screenshot 5 of the Crawled image links from the websites considered 

 
Source:  

http://localhost/xampp/project/Crawler/Image_Crawler/crawled_imagelinks_print.php 

Fig: Screenshot 6 of the Crawled image links from the websites considered 

http://localhost/xampp/project/Crawler/Image_Crawler/crawled_imagelinks_print.php
http://localhost/xampp/project/Crawler/Image_Crawler/crawled_imagelinks_print.php
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2.1.8 Overall Flow of Sequential Crawler 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Source: G Pant, P Srinivasan, F. Menczer, “Crawling the Web,” in Springer, 2004 
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2.2 Data Consolidation 

 

          Data consolidation refers to the collection and integration of data from multiple 

sources into a single destination. During this process, different data sources are put 

together, or consolidated, into a single data store. Because data comes from a broad range 

of sources, consolidation allows organizations to more easily present data, while also 

facilitating effective data analysis.  

          For example: In windows Operating system, Microsoft Excel offers a tool that allows 

users to consolidate data between various worksheets to form a larger, more organized 

summary of all your sheets. Microsoft Excel’s data consolidation tool also allows users to 

consolidate data from more than one Excel file, allowing the user to summarize data sheets 

into one easy to read spreadsheet. 

 

2.2.1 Advantages 

 

i. Reduces inefficiencies: Consolidating the content of websites can remove the 

redundant data using topical categorization. 

 

ii. No data duplication: When the users send a search query on a system, the same 

webpage/web link appears should not appear more than once on the screen. 

 

iii. Increases costs reliability: Consolidating the data is a costs optimization technique 

and the money spent in the consolidating methodology turns out to be worth 

investment. 

 

iv. Improves discoverability: Consolidating the content of websites can improve 

discoverability (through better search, grouping of content based on audience 

needs, consistent navigation) and provide more consistent and authoritative content 

(through better processes and resourcing). 
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2.2.2 Why consolidate data? 

 

          The ultimate goal of consolidating the web content is to help people find and use the 

information and services they are looking for. Having too many websites can make it 

difficult for a target audience to know where to look initially and generally complicate the 

discovery process. Since, the online web portals are increasing continuously day by day, 

the competition amongst them is also rising to peak. Every company is trying to emerge 

with new ideas so as to combat their weaknesses, and provide products in a new and 

efficient way. The categorization of the product is the new methodology to present best to 

the users in just one click at an instant of time. This leads to consolidating the huge data on 

the websites into different categories. 

 

2.2.3 How Consolidation is done? 

 

          Before consolidating your websites, identify business objectives and user needs for 

the consolidated website. It is important to know what content one wants to keep and where 

you will place it in the new location – which means divide the data into several categories 

according to the business objective. Edit the index page to include the redirect code and 

customize a message explaining that the old site has been retired and ‘You are now being 

redirected to (the new URL)’. 

 

          The person doing the consolidation should communicate back to the agency 

governance body/ business administrators and to stakeholders throughout the consolidation 

process so as to get 

 Progress against the consolidation implementation plan 

 Issues or obstacles still to be addressed. 
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In the Fig. we can see the three different databases of the three different businesses 

where the crawler fetches and parses the webpage of the web link. Once the web 

links are extracted in the queue the similar type of products will be categorized in 

the same category so as to provide feasibility to the user 

 

2.2.4 Consolidation in My Area of Work 
 

          Once the crawler fetches and parses the webpage and the web links of the specific 

sites (focusing on the four websites considered particularly) the consolidation of data is 

done considering the major parameters. 

The major parameters include: 

 

 Occasion 

 Relationship 

 Age 

 Personality 

 Price 

 Delivery Time 

Major Parameters 
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          The products in the databases of both the web links will be broadly categorized in 

the above three parameters so that user gets to see what he wants to see. The topical 

categorization of the webpages will be done on the major parameters mentioned above. 

There can be an occurrence that the same product can occur for the two different search 

queries and also the different parameters clicked. This can happen because the product will 

be classified in both the segments. In general, a single product can be subcategorized in the 

different segment of the databases. 

 

          The consolidation algorithm has to be such that it has to avoid the loading of the 

same products twice for the same search query performed by the user. 

 

 

 Source: http://premier-international.com/ 

Fig: Data Consolidation 

 

          The Data warehouses are central repositories of integrated data from one or more 

disparate sources. They store current and historical data for comparisons. Hence the data 

warehouse built after analyzing and consolidation would  

 free from duplicate links 

 Efficient to surf. 

 

The overall method is costs reliable also as it needs just the efficient algorithm to divide 

into various segment the categorical data. 

http://premier-international.com/
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          As in the previous section [2.1] there was a crawler implementation discussed, the 

crawler had crawled for both the image links and the web pages links. Similarly, the 

consolidation will also be done for all the links and images too. There are different queues 

implemented for the web links consolidation and the image links consolidation. The queues 

are implemented using arrays in PHP.  

 

          There are different arrays on the basis of various Occasional parameters (like 

anniversary, birthday, wedding, romance, house warming), Age parameters (like teens, 

babies, kids, youth, young married, seniors) and Relationship Parameters (like Special, 

Friend, Sibling, Parents, Children). The subdivision of consolidation is also to be done 

which would include other parameters discussed above in the parameters section. 

 

          Different parameters might contain the same links (either of the webpage or of the 

image links) twice but a single parametric array would not include two same links (neither 

of the webpage nor of the image links). 

 

          The screenshots of the links consolidated are shown for the purpose of reference. 

 

Source: http://localhost/xampp/project/Consolidate/consolidate_occasion_print.php 

Screenshot 7 of the consolidated link on the basis of Anniversary Occasion 

http://localhost/xampp/project/Consolidate/consolidate_occasion_print.php
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Source: http://localhost/xampp/project/Consolidate/consolidate_occasion_print.php 

Fig: Screenshot 8 of the consolidated link on the basis of Birthday Occasion 

 

 

 

Source: http://localhost/xampp/project/Consolidate/consolidate_occasion_print.php 

Fig: Screenshot 9 of the consolidated link on the basis of Wedding Occasion 

 

http://localhost/xampp/project/Consolidate/consolidate_occasion_print.php
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Source: http://localhost/xampp/project/Consolidate/consolidate_age_print.php 

Fig: Screenshot 10 of the consolidated link on the basis of different Ages 

 

 

 

Source: http://localhost/xampp/project/Consolidate/consolidate_age_print.php 

Fig: Screenshot 11 of the consolidated link on the basis of different Ages 

 

http://localhost/xampp/project/Consolidate/consolidate_age_print.php
http://localhost/xampp/project/Consolidate/consolidate_age_print.php
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Source: http://localhost/xampp/project/Consolidate/consolidate_relationship_print.php 

Fig: Screenshot 12 of the consolidated link on the basis of different Relationship 

 

 

 

Source: http://localhost/xampp/project/Consolidate/consolidate_relationship_print.php 

Fig: Screenshot 13 of the consolidated link on the basis of different Relationships 

 

http://localhost/xampp/project/Consolidate/consolidate_relationship_print.php
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2.3 Pruning of Data 

 

          Pruning is a technique in machine learning that reduces the size of decision trees by 

removing sections of the tree that provide little power to classify instances. Once the query 

is made by the user, the results reflect out as the examples of the product. The quality of 

the examples also matters and that the learning algorithm might be better off when some 

training examples are discarded. The question is which examples need to be eliminated, so 

as to improve generalization performance. We propose a general approach, called 'data 

pruning', to automatically identify and eliminate examples that are troublesome for learning 

with a given model.  The dual goal of pruning is reduced complexity of the final classifier 

as well as better predictive accuracy by the reduction of over fitting and removal of sections 

of a classifier that may be based on noisy or erroneous data. 

 

2.3.1 Pruning in My Area of Work 

          

          While doing the process of crawling the concept of pruning is required. Once the 

page links are fetched there are several links which contains the symbols which are 

encrypted and these create problem to access the page links. It is obvious that to access the 

webpage the address or the URL of the page has to be correct. So the data pruning is 

necessary to ignore everything else from the page links and just concentrate upon the page 

links. 

 

The pruning process includes 

 Convert the protocol and hostname to lowercase. 

 Remove the “anchor” or “reference” part of the URL. 

 Remove “.”, “. //”,”//”,”#” and its parent directory from the URL path. 

 Split the links using the ‘#’. 

 Adding the website name (domain name) in front of the ‘/ ‘symbol. 

 The web link must begin with the domain name and not any symbol. 



[36] 

 

2.3.2 HTML Tag Tree 

<html> 

<head> <title> Projects </title> </head> 

<body> <h4> Projects </h4> 

<ul> 

<li> <a href=”book.html”>BOOKS</a>…..some texts….</li> 

<li> <a href=”clothes.html”>CLOTHES</a>…..some texts….</li> 

<li> <a href=”Gadges.html”>GADGES</a>…..some texts….</li> 

</ul> 

</body> 

</html> 

  

 

 

 

 

 

 

 

 

 

 

 

Fig: Diagrammatic representation of the HTML TAG TREE 
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2.3.3 Effect of Pruning 

 

Source: http://localhost/xampp/project/Crawler/crawled_links_print.php 

Fig: Screenshot 14 for the crawler before pruning of the web pages links fetched. 

 

The figure above represents that the website (www.gifts.com) has been surfed and all the 

associated URL’s have been fetched from its page source. But the links contain various 

symbols which would create lots of problem while accessing those webpages. So the data 

links have to be pruned.  

http://localhost/xampp/project/Crawler/crawled_links_print.php
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After Pruning: 

 

 

Source: http://localhost/xampp/project/Crawler/crawled_links_print.php 

Fig: Screenshot 15 for the crawler after pruning of the web pages links fetched. 

  

         The redundant data from the array has been removed and the proper links are made 

referring to the previous array and the website (www.gifts.com). This is the effect of 

pruning on the output. The links are proper now and can be accessed easily. 

http://localhost/xampp/project/Crawler/crawled_links_print.php
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2.4 Page Ranking 
 

          PageRank is an algorithm used by the search engine to rank web pages in their search 

results. PageRank was named after Larry Page, one of the founders of Google. PageRank 

is a way of measuring the importance of website pages depending on the frequency it is 

being visited by Internet users. 

          PageRank works by counting the number and quality of links to a page to determine 

a rough estimate of how important the website is. The underlying assumption is that more 

important websites are likely to receive more links from other websites. 

          It is not the only algorithm used by Google to order search engine results, but it is 

the first algorithm that was used by the company, and it is the best-known.  

  

 

 
Source: http://www.techiemania.com 

Fig: Showing the frequency of occurrence of different pages on Web 

http://www.techiemania.com/
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2.4.1 How to increase Page Rankings? 
 

Page Ranking is intended to increase in the following ways:- 

 

 Publish articles (related to the website) that are original and of excellent quality so 

that the visitors will find it useful and will be attracted to link to it.  

 

 The web developer needs to have a lot of backlinks, or even reciprocal links to the 

webpage. This can be done by bartering links with other webmasters. 

 

 Register your website with any of the high ranking web directories. When your 

webpage is linked to a web directory there are better chances to get greater traffic.  

 

2.4.2 Page Ranking in My Area of Work  

 

          When the crawler fetches the URL’s from the page source of the different websites 

considered, the page links are parsed and pruned. Linked Analysis Algorithm will be used 

to implement the optimization technique for Page Ranking. 

 

 The webpages links are stored in a data structure (implemented using a queue) and 

then the consolidation is done over them. After the user decides his/her parameters 

the web links those are common to all the parameters will be shown first and then 

the other links are shown under the heading more options. 

 

 The page links are to be stored in the queue after ranking them. More frequently 

the page link would be visited; greater will be its ranking. There can be a separate 

parameter of page count to be used with each page links so as to keep count of the 

frequency of visiting a particular page. 

 

 The highest page rank link product will appear at the top, the second highest page 

rank link product follows the first one. Thus, the entire search results will display 

the products in the decreasing order of their page ranks or page counts. 
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2.5 Log In or Sign Up Pop Up Box 

 

          In the project there has been an implementation of Login and Sign up pop up box. 

The Log In or Sign Up button in the header bar when is clicked there is an image pop up 

box that is activated and all the other buttons of the webpages are henceforth deactivated. 

 

 

Source:  http://localhost/xampp/project/Homepage/Homepage.html 

Fig. Screenshot 16 of the homepage showing the Log in pop up box. 

         Social login is often considered as a gateway to many of the recent trends in social 

software and social commerce because it can be used as a mechanism for 

both authentication and authorization. Social login is created in our web based gifts portal 

system using the essential configuration and security settings. 

http://localhost/xampp/project/Homepage/Homepage.html
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The gifts portal system will have its own login page which include Login through different 

ways. 

i.) Login using the Facebook account 

ii.) Login  using the email account 

 

2.5.1 How Login through Facebook is created? 

 Created using Graph API Facebook 

 

 Facebook developers provide a separate App Id and Secret when the administrator 

takes the permission after sending requests to the Graph API Facebook. 

 

 

 The App Id acts as a unique Id to provide permission requests to users so as to 

access the application using Facebook. 

 

 The PHP code has the App Id and the secret key of the application whereas the 

Facebook will also have the website name and domain name (‘localhost’ in this 

case) apart from the secret key and the App Id. 

 

 The application is first tested on the test Id before launching on the original website 

Facebook App Id.        

          Login through Facebook enable users to login to the website using their Facebook 

account. There will be no posts made on behalf of the user regarding the Login or purchase 

made. The security measures are kept into consideration and it is on the hands of the users 

to grant access to the Facebook features for the website. 
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2.5.2 What is Graph API in Facebook? 

 

          The Graph API is the primary way to get data in and out of Facebook's social graph. 

It's a low-level HTTP-based API that you can use to query data, post new stories, upload 

photos and a variety of other tasks that an app might need to do. This guide will teach you 

how to accomplish all these things in the Graph API. 

          The Facebook Platform is an umbrella term used to describe the set of services, 

tools, and products provided by the social networking service Facebook for third-party 

developers to create their own applications and services that access data in Facebook. It 

was launched in 2010.  The platform offers a set of programming interfaces and tools which 

enable developers to integrate with the open "social graph" of personal relations and other 

things like songs, places, and Facebook pages. Applications on facebook.com, external 

websites, and devices are all allowed to access the graph. 

          The Graph API is the core of Facebook Platform, enabling developers to read from 

and write data into Facebook. The Graph API presents a simple, consistent view of the 

Facebook social graph, uniformly representing objects in the graph (e.g., people, photos, 

events, and pages) and the connections between them (e.g., friend relationships, shared 

content, and photo tags). 

          Facebook authentication enables developer’s applications to interact with the Graph 

API on behalf of Facebook users, and it provides a single-sign on mechanism across web, 

mobile, and desktop apps. The Open Graph protocol enables developers to integrate their 

pages into the social graph. These pages gain the functionality of other graph objects 

including profile links and stream updates for connected users 
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2.5.3 What is Facebook Connect? 

 

          Facebook Connect is also known as Log in with Facebook, like Open ID. 

 It is a set of authentication APIs from Facebook that developers can use to help their users 

connect and share with such users' Facebook friends on Facebook and increase engagement 

for their website or application.  

          When so used, Facebook members can log on to third-party websites, applications, 

mobile devices and gaming systems with their Facebook identity and, while logged in, and 

can connect with friends via these media and post information and updates to their 

Facebook profile. 

          Originally unveiled during Facebook’s developer conference, F8, in July 2008, 

Log in with Facebook became generally available in December 2008. Log in with 

Facebook cannot be used by users in locations that cannot access Facebook (e.g. China), 

even if the third-party site is otherwise accessible from that location. 

           In the project, Login through Facebook where the standard API’s are used with the 

proper App Id. The App Id is provided from the Facebook developer team on a request of 

it. The App Id acts as a major key to run the Facebook applications and get the permissions 

for the users. Apart from the App Id there is also a secret key shared by the Facebook 

developers. This secret key is to be kept confidential only with the user of Facebook who 

has requested to Facebook for creating the application on it and use its features. The secret 

key also helps in fighting the spams. Accurate security of the Facebook account of the users 

is kept in the minds of the users so that there is no content of the users account is accessible 

by the websites or the spammers unless the access permission is provided by the users. 

          Even if the user provides the access to the Facebook account for the particular 

website there are no posts made from the user accounts unless the user wishes to do so. 

The user can also block the particular application where the Facebook will restrict the 

applications features to appear on the user’s account who have blocked it. If many user’s 

block a website the Facebook blocks the application to run its feature on the Facebook 

platform. This is done using the Facebook App Id which is also retained by the Facebook. 

          The user only needs to provide the application domain and the website URL to the 

Facebook so as to enable connect. The image for the same is shown in the next page. 
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Source: http:/developers.facebook.com/ 

Fig. Screenshot 17 of the Settings done in My Apps on Facebook Account 

Source: http://www.facebook.com 

Fig. Screenshot 18 of the Gifts App taking permission from the user 

http://localhost/xampp/project/Occasion/birthday.php
http://www.facebook.com/
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          Social login links logins to one or more social networking services to a website, 

typically using either a plug-in or a widget. By selecting the desired social networking 

service, the user simply uses his or her login for that services to sign on to the web site. 

This in turn negates the need for the end user to remember login information for 

multiple electronic commerce and other websites while providing site owners with uniform 

demographic information as provided by the social networking service. Many sites which 

offer social login also offer more traditional online registration for those who either desire 

it or who do not have an account with a compatible social networking service (and therefore 

would be precluded from creating an account with the website). 

 

2.5.4 Advantages of Social Login 

 Targeted Content - Websites can obtain a profile and social graph data in order to 

target personalized content to the user. This includes information such as name, email, 

hometown, interests, activities and friends. However, this can create issues for privacy, 

resulting in narrowing of the variety of options available on the internet. 

 Registration Data - Many websites use the profile data returned from social login 

instead of having users manually enter their PII (Personally Identifiable Information) 

into web forms. This can potentially speed up the registration or sign-up process. 

 Pre-Validated Email - Identity providers who support email such as Google can return 

the user’s email address to the 3rd party website preventing the user from supplying a 

fabricated email address during the registration process. 

 Account linking – Social login is used for authentication, many sites allow users to 

link pre-existing site account with their social login account without re-registration. 
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      Log in through Email would help users to sign in through their registered email id. If 

the email id is not registered the user needs to register using the specific email id. In this 

case there will be an email send to the users regarding the specific deals and discounts of 

the day. The emails will act like newsletters to attract user’s attention. 

 

 

 

 

Source: http://localhost/xampp/project/Homepage/Homepage.html 

Fig. Screenshot 19 of the Login and Sign up form in the Login through Email pop up 

http://localhost/xampp/project/Homepage/Homepage.html


[48] 

 

2.5.5 Advantages of creating different Log in Methods 

 

 Separate Log in methods would reduce the number of entries in the particular 

database created backend, hence faster response to queries. 

 

 User need not create a separate login for every website he is redirected to.  

A single login would help him surf for any website through the same login account. 

The product details will be added to the same login account no matter from which 

website it is brought. A unique id will be allotted which will differentiate the user 

login and their purchase or cart history. 

 

 Social Log in would provide users benefit of providing birthday reminder for the 

friends added in his friend list. 

 

 Social Log in would also encourage users to analyze the areas of interests of users 

in buying the product. 
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Chapter 3 Design & Modeling 

 

3.1 Design Diagrams 

 

 

 

 

 

 

 

                                                                       

 

 

 

 

 

 

 

 

 

Fig. Use case Diagram 
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Fig. Class Diagram 

Occasion 

- anniversary: String 

- birthday: String 

- wedding: String 

- romance: String 

- housewarming: String 

+ consolidate (): void; 

+ display () : void; 

Age 

- kids: String 

- babies: String 

- youth: String 

- young: String 

- seniors: String 

+ consolidate (): void 

+ display (): void; 

Relationship 

- father: String 

- brother: String 

- boyfriend: String 

- son: String 

- male: String 

 

- mother: String 

- sister: String 

- girlfriend: String 

- daughter: String 

- female: String 

 
+ consolidate (): void; 

+ display (): void; 

Homepage 

- occasion: boolean 

- age: Boolean 

- relationship: boolean 

+ submit (): void; 

+ login (): void; 

 

 

Structure 

+ redirect (): void; 

1 

0 

Crawler 

- link1: String 

- link2: String 

- link3: String 

- link4: String 

+ to_crawl (): String; 

+ get_links (): String; 

Consolidate 

+ include_link(): void; 

1 

0 
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Fig. Flowchart representing overall procedure for the execution of the Application 

Start 

INPUT ON HOMEPAGE:  

The user enters the various parameters according to need. 

CRAWLER CRAWLS:  

The links are fetched by the crawler from the four websites: 

  

DATA PRUNING AND PARSING:  

Reduce the size of the decision trees on the basis of html tags. 

Fetching the page and Parsing the Data. 

 

DATA CONSOLIDATION:  

Classification and Representation (Major) Parameters – 

 Occasion, Age and Relationship. 

Page ranking algorithm. 

 

 

OUTPUT OF THE LINK:  

On the basis of entered parameter in the query,  

displaying the links to the user with the images. 

 

REDIRECT TO THE ORIGINAL WEBSITE LINK:  

Once on clicking the product link, the user is redirected 

to the original website page of the product.  

LOGIN /SIGN UP: 

The user Log In or Sign up according to the preferences. 

BUY PRODUCT: 

The user can either add product to the shopping cart or buy the 

product. The user can also read product reviews. 

Stop 
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3.2 Overall Description of Project 

 

 

MODULE 1: Input Key 

 

Input Parameters filled by the user. 

 

Functionality 

To take input from the user interface and provide to the 

system as user query. 

 

 

MODULE 2: Crawling 

 

Input The query posted by the user. 

Output To fetch the pages for the particular search query made 

by the user. 

Functionality To crawl and search the webpages associated with the 

search query. 

 

 

MODULE 3: Pruning and Parsing 

 

Input The URL links of the pages fetched  

Output Proper links removing the redundant data from the 

page links. 

Functionality Perform parsing of the links fetched from the page 

source of the website. 

 

 

 



[53] 

 

MODULE 4: Match 

 

Input The URL of the links parsed. 

Output Display the webpages link along with its images. 

Functionality 1) To match the page URL’s in the queue and display 

the webpages link from the arrays if found. 

2) Otherwise redirect to proper module to perform live 

crawling on the website. 

 

 

MODULE 5: Pop up Login  

 

Input User Sign in or Sign up (if account does not exist) 

Output Login/Sign Up success 

Functionality 1) Identify the username and password match.  

2) Proper Sign Up for the new user. 

3) Login through Social Networking site. 

4) Managing Shopping cart. 

. 

 

MODULE 6: Compare and Buy Products 

 

Input User selects the product 

Output Redirected to the original websites 

Functionality Once the user selects particular product the link of the 

website is activated and redirected and the user can buy 

the product through it. 
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3.3 Screenshots of the Implementation in Project 

 

 

Source: http://localhost/xampp/project/Homepage/Homepage.html 

Fig. Screenshot 20 reflecting the Homepage for the end users 

 

 

Source: http://localhost/xampp/project/Occasion/anniversary.php 

http://localhost/xampp/project/Homepage/Homepage.html
http://localhost/xampp/project/Occasion/anniversary.php
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Fig. Screenshot 21 showing the Anniversary Gifts page 

 

Source: http://localhost/xampp/project/Occasion/birthday.php 

Fig. Screenshot 22 showing the Birthday Gifts page 

 

 

 
Source: http://localhost/xampp/project/Occasion/wedding.php 

http://localhost/xampp/project/Occasion/birthday.php
http://localhost/xampp/project/Occasion/wedding.php
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Fig. Screenshot 23 showing the Wedding Gifts page 

 

Source: http://localhost/xampp/project/Relationship/husband.php 

Fig. Screenshot 24 showing the Husband Gifts page 

 

 

 

Source: http://localhost/xampp/project/Relationship/wife.php 

http://localhost/xampp/project/Relationship/husband.php
http://localhost/xampp/project/Relationship/wife.php
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Fig. Screenshot 25 showing the Wife Gifts page 

3.4 Specific Requirements 

 

3.4.1 External Interfaces 

 

User Interfaces 

 

i. Name of Item:  

 Web Browser (Internet Explorer, Google Chrome, Mozilla Firefox) 

 Xampp Server (3.2.1) 

 PHP 5 or above 

 Adobe Flash Player  

 Image Editor Software ( Microsoft Paint or Adobe Photoshop 5+) 

 Adobe Dreamweaver (CS4) 

 Java Script (used implicitly by JOOMLA) 

 

ii. Description of Purpose: To provide a platform for taking the input from user and 

displaying the output to the user. 

 

iii. Source of input or destination of output: 

a. Input source: Query (by the end user) 

b. Output Destination: Web page on the browser 

 

iv. Data Formats: Test 
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3.4.2 Functions 

 

i. The system shall ask the user to fill some parameters. 

ii. Do live crawling and consolidation on PHP. 

iii. Display the relevant products on the webpage to the user 

iv. Login display 

v. Buy the product if interested. 

 

3.4.3 Performance Requirements 

 
Performance requirements deals with both the static and the dynamic numerical 

requirements placed on the software or on human interaction with the software or the 

application as a whole. 

Static numerical requirements involve: 

The number of terminals to be supported: There shall be a single terminal when the 

application would be tested on local host and when on web it would have no limit as it 

would be available to an undefined number of users. 

 

3.4.4 Software Attributes 

 Reliability: A reliable PHP and MYSQL platform, embedded in XAMPP is been 

used for the development of the web application. A jar application of it might be 

made in the end stages to make sure reliability at the time of delivery. 

 

 Availability: Several checkpoints shall be made in the development to ensure 

defined availability level of the system. These checkpoints shall occur after every 

main module. Our system insures check pointing as it follows a step wise approach. 
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 Security:  

 

i. For security purposes, specific history data sets in the form of session handling 

shall be implemented. 

ii. Restrict communications between some areas of the program such as restricting 

the database access from the user and allow him to perform only end user 

functions. 

iii. A User is supposed to register so as to be able to buy the gifts from the web 

sites to the developers. 

 

 Maintainability: This specifies to the attributes of the software that relate to the ease 

of maintenance of the software. In the project, modularity is taken into 

consideration and separate modules like search key, match and crawl shall be 

implemented up gradation and revising the current version is an easy task with the 

modular structure defined. 

 

  Portability: As the system is an online web application, thus there would be no 

issues of portability as it would be available on the internet. Thus, making it OS 

independent and host independent. 

 

 

 

 

 

 

 

 

 



[60] 

 

Chapter 4: Conclusion and Future Works 

 

4.1 Conclusion 

 

          To conclude with, the gifts website is a site that is aimed to suggest gifts to its user 

on the basis of different parameters entered by the user. The overall procedure of 

suggestion is discussed in the other chapters. The gifts from the four websites are 

consolidated and put forward for the user. The main objective was to show all the gifts 

under the same parameters from different websites in the same page and it is achieved.  

 

          This will keep the website a little different from the rest other gifts websites and will 

also enable users to access it because gifting is a segment where users are much confused 

regarding what to gift and what not to gift. Consolidating different website products and 

showing them on one single page would help users find the alternative of the product at 

different sites. Moreover, the users can also compare price difference, delivery option, 

product reviews for the similar products at one go. The site also gives new innovating ideas 

in the market in the segment which helps users to be updated with the recent trends being 

followed. 

 

          The project was designed to create a website that crawls all the links on the page 

source of all the four websites considered. The crawler fetches and parses the links crawled 

and prunes the unwanted links. Once the pruned links are stored in the array then comes 

the implementation of the Consolidation. 

 

Consolidation is the technique of categorizing the data on the basis of various categories. 

In the project the pruned links fetched are categorized on the basis of major parameters 

(Occasion, Age and Relationship).  
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The parameters are discussed in details below: 

 

 Occasions which include anniversary, birthday, wedding, romance, and house 

warming. 

 Age which include babies, kids, youth, young married, and seniors. 

 Relationships which include two categories 

 

 

Men                                              Women 

(Grandfather, Father, Husband, Brother,  

Son, Boyfriend, Friend: Male) 

(Grandmother, Mother, Wife, Sister, 

Daughter, Girlfriend, Friend: Female) 

 

         The consolidation was the most difficult part to be done. The arrays involved certain 

links which were getting repeated so the array of unique links was created. Websites like 

www.giftease.com and www.giveter.com had the products categorized on the basis of their 

names and product id respectively so the consolidation involved the manual study of the 

links and then implementing its consolidating technique. 

 

         Once the consolidation was over then came the part of putting the consolidated links 

in the interface where the end user can see the links along with their image and description. 

The best part in the implementation of the project is that there is no sort of the database 

created for the techniques of both crawling and the consolidation. Every time the crawler 

bot performs live crawling and consolidation. Hence, with this the benefit is that whenever 

there are any changes made by the developer teams to the original websites that are 

considered they will automatically be reflected in my web application. Therefore, only the 

database of user accounts and activities are to be taken aware of. The application also uses 

the Social Login which we have already discussed in the above chapters. 

 

 

 

http://www.giftease.com/
http://www.giveter.com/
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4.2 Advantages from the Project 

 

• A List of option available at one place which provides easiness to the customers in 

buying the product.  

• A good product comes into limelight and hence increases buyers. 

• Entrepreneurs gets to know the demands among the users. 

• No need to create a database for the product links and images. 

• Data will always be updated using the live crawling. 

• Applications that are able to automatically extract, evaluate and present opinions 

are both helpful and easy for a user to interpret. 

 

4.3 Limitations of Solutions  

 

 www.giftease.com website have page URL’s categorized on the basis of product 

names rather than occasion, age and relationship parameters. So there was a 

problem in consolidating those links .Hence, consolidation is done manually. 

 

 www.giveter.com websites have page URL’s categorized on the basis of product 

Id therefore there were several links crawled and fetched under one category but all 

redirecting to the same webpage on the original website. Hence fetching only one 

link from the www.giveter.com website. 

 

 

 The Log In database is not implemented because it requires permissions from the 

administrators of the four websites considered. 

 

 The search bar in the header is not implemented using the internal search operation 

and rather is done using the external search. Search engine used is of Google ( 

www.google.com ). 

 

 

http://www.giftease.com/
http://www.giveter.com/
http://www.giveter.com/
http://www.google.com/
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4.4 Difficulties faced while implementing the Project 

 

 The difficulty aroused in creating the pruning strategies within the crawler function. 

The links were to be analyzed well before applying the pruning techniques for it. 

 

 The consolidation part had the difficulty when the predefined function took several 

other categories of data in the array. 

For example the strops (“male”) took the links having both “male” and “female” in 

the respective male array because “female” = “fe” + “male” and so the strops 

function extracted the substring “male” from “female”. 

Similarly there was a problem for the word “son” to categorize the links according 

to the links. “son” fetched the links having “personal” or ”personalized” gifts. 

 

 Facebook connect is creating problems may be because the website URL is blocked 

by the university network manager. 

 

 The image links crawled were not appearing with the proper links of the gifts. The 

array indexes were mismatching when the end interface was implemented. 

 

 The description tag only had the description of the original website from where the 

link was fetched and not the description of the product the link was redirecting to 

at the end. 

 

 The product images were saved in different dimensions so they were not getting 

loaded properly on the end user interface page. The images were taking time to be 

fetched from the respective URL’s and getting loaded.  So there were certain links 

the images were not getting loaded properly. 
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4.5 Future Works 

 

 Topical Categorization of the Parameters and their consolidation. 

 

 Several other gifts websites should be considered. 

 

 User friendly access to the website. 

 

 Better display of the products with their description like an official website. 

 

 Log In should be made after consulting the different websites companies. 

 

 For the security purpose, the webpages should be made more secured according to 

the privacy policy of the Internet. The parent directory should be kept separated 

from the other webpages location. 

 

 Email sender mechanisms should be made for the newsletter. 

 

 Caching mechanisms should be implemented so as to fetch the links from the 

application server before going to the database server. 

 

 Sentiment Analysis and Opinion Mining of the reviews and the product ratings on 

the basis of Opinion Mining Summarization. 
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Appendix 

 

Web References 

 

[A] The websites considered for crawling and consolidation 

 

• Indian Gifts Portal    http://www.indiangiftsportal.com 

• Archies  http://www.archiesonline.com  

• Giftease  http://www.giftease.com  

• Giveter       http://www.giveter.com 

 

[B] The website considered for showing the effect of pruning 

 

• Gifts     http://www.gifts.com 

 

[C] Related work in the same domain 

 

• Sellmojo     http://www.sellmojo.com 

• Junglee       http://www.junglee.com 

• Couponduinia   http://www.coupondunia.com 

• Pinterest     http://www.pinterest.com 

• TripAdvisor   http://www.tripadvisor.com 

 

[D] Related to the Social Login implementation 

 

• Facebook developer  http://developers.facebook.com/apps 

http://www.indiangiftsportal.com/
http://www.archiesonline.com/
http://www.giftease.com/
http://www.giveter.com/
http://www.gifts.com/
http://www.sellmojo.com/
http://www.junglee.com/
http://www.coupondunia.com/
http://www.pinterest.com/
http://www.tripadvisor.com/
http://developers.facebook.com/apps

