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VIII 

ABSTRACT 

 

Diabetic Retinopathy (DR) is a burgeoning malady in Asian territories. DR causes 5% to 7% of 

the total blindness throughout the region. In India, the record of DR affected patient will reach 

around 79.4 million by 2030. The main aim of this research is to determine whether a patient is 

agonizing from DR or not by the dint of Optical coherence tomography (OCT) scans. In this 

regard, Engineering based technique such as deep learning and neural network play methodical 

role to fight against this fatal disease. So, in this proposed research work, a model based machine 

using Deep Learning and Neural Network, is generated. This machine examines the feature of 

OCT scan of DR affected eye and normal human eye. With the support of Convolutional Neural 

Network (CNN) (part of Neural Network) and with its layers like  Conv2D, Pooling, Dense, 

Flatten, Dropout the model helps to understand the curve and color based feature of the scan. 

The Visual Geometry Group (VGG-16) model and Adaptive Moment Estimation optimizer is 

used for training and reducing error for the developed model. Further, for user suitability a GUI 

based system is developed which opens a GUI based window. The proposed research 

contribution definitively detects whether the given OCT scan with an efficient approach for 

finding DR affected persons within few seconds. 
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CHAPTER 1 

(INTRODUCTION) 

 

1.1 Introduction 

Diabetic Retinopathy (DR) is a burgeoning malady. In India, the rate of DR affected patients will 

reach around 79.4 million by 2030 [1].  DR affects the human eyes. The human eye mainly 

consists of three layers such as lens, cornea, and retina (as shown in Fig. 1). The retina is 

examined as an important part of human eye because all the visual image is formed on this 

important part. 

The main reason of DR is Diabetes. The diabetes affects the human kidneys, nerves, human eyes, 

raise the fats in the blood, and also increase the blood pressure. It increases the sugar level in 

body that blocks the oxygen in blood. 

 
Fig. 1: Human Eye 

So the human eye’s retina will not get the oxygen. New blood cells are formed in the human 

retina due to the blockage of oxygen (as shown in Fig. 2). The Newly blood cells are not 

properly matured for the retina. These blood cells get damaged due to which retina produced a 

liquid material called as Vegf. The liquid material mix up with the gel which is present in the 

human eyes that causes blindness. This whole process is considered as Diabetic Retinopathy. 

 
Fig. 2: Diabetic Retinopathy affected Patient’s OCT scan 
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                                     Fig. 3: Normal Retina Patient’s OCT scan 

DR is mainly split into two basic classes Non-Proliferative Diabetic Retinopathy (NPDR) and 

Proliferative Diabetic Retinopathy (PDR). In case of NPDR no new blood cells are formed which 

is consider as an initial stage of DR. NPDR is easy to handle. In case of PDR, new blood cells are 

formed in the retina which is consider as an onerous stage which is quite difficult to handle. 

Initially, DR shows no symptoms but later it affects the human eyes. So, the main symptoms of 

this disease are that a person might see spot floating in vision, blurred vision, and dark or empty 

area in vision. If a person is suffering from these kind of symptoms then the physician will 

advise for the OCT test. The physician will see the OCT scan report and on the behalf of these 

scan the physician will predict whether the person is suffering from DR or not.  

This research paper proposes a GUI based technique namely, Diabetic Retinopathy Detection 

using Neural Network DRuNN, that helps in detecting through OCT scans for patients that either 

suffering from DR or not. DRuNN technique studies the feature of OCT Scan images and helps to 

give the prediction regarding the given OCT scan. 

 

1.2 Symptoms 

The most and serious indications of DR are a person might see spot floating in vision, blurred vision, 

and dark or empty area in vision. 

 

Fig. 4: Blurred Vision, dark vision OCT scan 
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1.3 Objectives 

• Identifying Between the DR and Normal Retina. 

• Step By Step Feature Learning 

• Cost Reliable 

• Minimum Complexity 

• Making DRuNN most trustworthy 

• Good Value of Performance Parameters.  

• Should be effective for clinician purpose. 

 

1.4 PROBLEM STATEMENT 

 

Fig. 5: Problem Statement (Normal or DR affected retina) 

 

As, DR is a burgeoning malady. In India, the rate of DR affected patients will reach around 79.4 

million by 2030. So, the cheif task of this study is to apply the Image processing technique on 

Medical chest images of x-ray scans based scan and to identify the category of X-ray scan (as 

shown in fig. 5). 

Firstly, to solve this ambiguity of DR vs Normal images. Pass the images to filtration for 

removing noise and then check is it working or not and in second step apply image enhancement 

technique for study the sharpening of images means edges is retrieved or not. Afterwards, 

applying CNN algorithm and check its working or not and then apply appropriate imagenet 

model such as VGG-16, VGG-19, InceptionV3, Googlenet, Alexnet and compute the model in 

terms of performance parameter and find which model should be accepted. If the model produces 

some error rate then find the best suitable optimizer in case of applied DRuNN technique we 

surely apply Adam Optimizer because it is one of the best optimizer till studies and for use 

suitability develop a GUI based software.  
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1.5 Methodology 

The DRuNN consists three phases namely data collection and pre-processing, feature selection, 

and classification (as shown in Fig. 6). The first phase, i.e., data collection and preprocessing 

takes the dataset of images which are collected from Messidor having 100 images. The second 

phase as feature selection contains CNN which is applied on VGG-16 model. The final stage i.e., 

classification discusses for prediction on GUI based technique. Each phase is described.  

 

Fig. 6: Overview of Methodology 

 

1.6 Scope 

As all the world is suffering from this epidemic disease the developed DRuNN technique is one 

of the best and available at cheaper cost technique. Since, the scope of this research based project 

is very wide. Many Large organization such as Google with the collaboration with All India 

Institute of Medical Science (Aiims), New Delhi are working on this similar projects. The 

proposed DRuNN technique is very efficient and we can consider it will be helpful for the society 

and also reduces the burden on doctors.  
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CHAPTER 2 

(LITERATURE SURVEY) 

2.1 Literature Review 

This section highlights the most exhaustive research in the field of detecting DR with the help of 

Deep Neural Network. These research includes data collection of images, studying the feature of 

Images, normalizing the features, finding accuracy and efficiency. The efficiency reflects the 

model’s development process, the speed of execution and the accuracy. The various number of 

techniques are presented for the efficiency such as model selection, dataset of images. Among 

them the model selection and accordance with the number of images plays a vital role and are 

discussed.       

The author mainly Gulshan et al. have designed the development and validation of a deep 

learning algorithm detection of DR retinal Fundus [2]. The author have considered large value of 

dataset by attaining high value of reactivity and selectivity to recognize ascribable DR. The 

disadvantage of this design is that the applied algorithm may not perform well for images with 

subtle findings that a majority of ophthalmologists would not get identify. To its improvement, 

the author mainly Doshi et al. have formulated DR detection using Deep CNN model on five 

steps of the disease based on seriousness [3]. The disadvantage of this study is that the single 

model quadratic weighted kappa metric accuracy is 38.6% which is quite low. Few of the authors 

have extended Doshi approach by taking fundus photograph images base on the severity [4]. The 

limitation of Harry et al’s study is the achieved accuracy is 75% which is quite low and 

validation images takes 188 seconds for running on CNN network which is quite high. To its 

improvement, Prentasic and loncaric has investigated the detection of exudates in fundus 

photographs using deep neural networks and anatomical landmark detection fusion [5]. The 

author have used a deep neural netwok model for detecting DR. The investigation achieves an 

accuracy as lower as 78%. The author mainly Bhatia et al. have tailored diagnosis of DR using 

machine learning classification [6]. The finding focus on commitment about existence of malady 

after bearing the machine learning algorithm on feature extracted retinal images. The main 

disadvantage of this study is that the inputted data is not in the form of images. A Machine 

Learning Ensemble Classifier (ML-BEC) for early prediction of DR technique is developed by  

Somasundaram and Alli [7]. The main disadvantage of this technique is that although it gives 

good accuracy prediction but it does not used raw data. To improvise, few of the author have 

postulated an identification of DR in eye image using transfer learning [8]. The author use 

Inception V3 network for the prediction of DR and achieved a good efficiency, highest accuracy 

of 48.2%. The main limitation of postulated study is that the accuracy is very low. Also, some 

author have extended Sarfaraz study by applying an artificial intelligence approach to disease 

staging namely, deep learning for improved staging of DR [9]. The approach uses GoogleNet 

model for the classification purpose of DR and attained an accuracy of 81%. The main limitation 

of this approach is that GoogLeNet model takes too much training time for dataset. The model 

suggested by Ting et al. for the classification purpose of DR is trained by applying large dataset 

of images and the accuracy is nearly comparable to those by Takahashi et al. [10]. The main 
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disadvantage of suggested model is that the vision outcomes are not properly cleared. The author 

i.e., Gupta and Chhikara have designed the DR: Present and Past [11]. The author have used two 

steps for detecting DR i.e., feature extraction and classification. The main limitation of designed 

framework is that there is no proper feature extraction technique and has no proper specificity of 

designed model. To its improvement, some author have postulated a retinal disease detection 

using machine learning technique [12]. The author have developed the screening system by 

performing classification of DR using three different classifier. The model achieved 82.85% 

accuracy but the main constraint of this development is that the data is  in the form of raw part 

not in images form. To improves, automated detection of DR using neural network model has 

been [13]. The investigators have used Googlenet, Alexnet and other Imagenet models which 

improves the efficiency of model but this model provides 74.5%, 68.8% and 57.2% for 

Googlenet, Alexnet, and Imagenet model, respectively. The disadvantage of investigated model 

is that the accuracy level is low. Few researcher have have extended the Carson work by 

designing deep learning fundus image analysis for DR and macular edema grading [14]. They 

have designed a deep learning based system that classify the referable scan belong to the class of 

DR or not. The main disadvantage of designed study is the used dataset also contains the non 

dilated pupil images which is not recommended by the physicians. To its improvement, some of 

the authors have formulated the work by considering on classifying the seriousness of DR 

employing the five level PIRC scale but some features are missing in this model [15]. Further, a 

recent development of detection method have been studied for the diagnosis of DR [16]. The 

developed approach is intelligence based computational knowledge and processing of Images 

done through pixels. The model does not study the layers wise feature learning. Few author have 

extended the previous study by deducing computer assisted diagnosis for DR based on fundus 

image using Deep CNN [17]. The prepared model achieves an accuracy of 86.17%. The main 

limitation of this model is that the lesson of divided dataset does not contain equal image. The 

various cause and clincal impacts of loss to follow up in patients with PDR has been formulated 

[18]. The study determines the PDR and to determine that the model is suitable for clinical 

aspects or not. The main disadvantage of this approach is only consider the PDR not NPDR. 

Also, few authors have designed early detection of DR using PCA-Firefly based deep learning 

model [19]. The model uses firefly algorithm for implementing the dimensionality reduction but 

the main disadvantage of this model is that it uses the raw dataset instead of Image dataset. To its 

improvement, the author have deduced exudate detection for DR using pre-trained CNN [20]. 

The approach uses the Visual Geometry Group (VGG-19) model for detecting the OCT based 

scan is of DR affected person or not. The model gives the accuracy of approximately 95% which 

is quite high but the main disadvantage of this model is that VGG-19 model increase the layers in 

the model so this approach increases the complexity with computing and detecting OCT scan 

based DR. Table 1 contains the comparison of existing DR detection technique. 

Table 1 Comparison of existing DR detection Technique 

Author(s)  Pros Cons 

Takahashi et al. [9] The achieved accuracy is 81% 

which is high.  

It increases the complexity of the 

model 
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Gupta et al. [11] Uses two step procedure of 

extraction and classification. 

There is no proper feature 

learning. 

Lam et al. [13] Uses various ImageNet model to 

classify the category of OCT scan.  

The achieved accuracy is quite 

low. 

Sahlsten et al. [14] It classify the referable scan belong 

to the class of DR or not. 

The variation in the collected 

dataset. 

Qureshi et al. [16] Intelligent based computation 

knowledge makes model reliable.  

Step by step feature learning for 

each layer is missing.   

Yeh et al. [17] The achieved accuracy is 86.17% 

which is reliable. 

Dataset is imbalanced. 

Hazem et al. [18] The model can be adopted for 

clinical persepective in a large scale.  

The outcome only detect the PDR 

not NPDR 

Mateen et al. [20] The achieved accuracy is 95% 

which is quite high. 

It increases the complexity of the 

model.  

 

2.2 Our Contribution 

1. The research has presented a literature review on the approaches for detecting DR 

indicating their benefits and limitations.  

2. The research has initiates a DRuNN technique for detecting DR which is fully automated. 

3. DRuNNhelps in detecting DR through OCT scan with in some seconds efficiently and 

user do not need any kind of manual feature extraction. 

4. The reliability of DRuNN is evaluated in terms of complexity, and value of performance 

parameters, and it provides minimum complexity, and reliable accuracy.   

5. DRuNN plays an important role for estimating DR by a patient when they had their own 

OCT scan of eye while the physician may not have enough time to check the scan. 

 

2.3 Literature Conclusion 

Most of the techniques for the detection of DR using neural network based models has 

disadvantages of High Complexity, no feature learning for every layer, low accuracy, 

imbalanced dataset, and no proper DR stage wise detection. Therefore, there is a need to develop 

an efficient technique with proper feature learning which computes the result in minimum time 

with reliable value of performance parameters. The primary goal of this research is to proposed a 

technique i.e., DRuNN which computes the result in minimum time and classify the OCT scan 

with proper DR stage level with high value of performance parameters. 
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CHAPTER 3 

(SYSTEM DEVELOPMENT) 

3.1 Background 

This section discuss some basic terminology and background of CNN algorithm. Further, 

Adam optimizer is discussed that is used in the proposed research study.  

Basic concept of CNN  

 Convolutional neural network works on the three basic concepts, namely, curve, color, and edge 

base filtering. This curve, color, and edge base filtering studies the curve of OCT scan like 

indicating the blood vessel, color of OCT scan like converting the scan into binary scale form, 

and edge base filtering studies the edge of OCT scan like hemorrhagic detachment. This filtration 

technique easily performs with the help of convolutional layer as discussed in Section 4.2. 

Afterwards, the layer generates the feature map which is helpful for predicting the category of 

OCT based scan. 

 Suppose 𝑎1, 𝑎2, 𝑎3, ……… . , 𝑎𝑛 be the input images and 𝑚1,𝑚2, 𝑚3, ……… ,𝑚𝑛 be the weights 

corresponds to each image. The input image is passes through the input I and hidden layers H. 

Each input layer and hidden layer studies the features of images such as curve, edge, and color. 

These layers filter the properties of image and generate an activation function, f(a), with a 

biasing index B to maintain the non-linearity of the image. The output 𝑂𝑛 corresponds to image 

is given as 

𝑂𝑛 = 𝑓(∑𝑎𝑖𝑥𝑚𝑖

𝑛

𝑖=1

+ 𝐵) 
 

(1) 

 

The first layer is convolutional layer which generates the tensor of output. Suppose 𝑎𝑛 be the 

input image 𝑎𝑥⃗⃗⃗⃗  be the vector on input image vector, and 𝛾𝑥⃗⃗  ⃗ be the kernel vector. So the 

mathematical approach for conv2d layer can be represented as –  

𝑎𝑛=𝑎𝑥⃗⃗⃗⃗ . 𝛾𝑥⃗⃗  ⃗ 

 

(2) 

 

Further pooling layer is essential for reducing the dimensionality of image. Let, 𝑎𝑛 be the input 

image, w be the pooling window size, and s be the stride. So the mathematical approach given as 

–  

 

⌊
𝑎𝑛 − 𝑤

𝑠
⌋ + 1 (3) 
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Afterwards, dropout layer prevents the model from overfitting. Suppose a neural network has H 

hidden layers d∈ {1,…….,H}.ad be the vector of input, Od be the vector of outputs. md, Bd be 

the weights and biases, respectively, at layer, d; and f(a) be the activation function, then it is 

given as –  

𝑎(𝑑+1) = 𝑚(𝑑+1)𝑂𝐻 + 𝐵(𝑑+1)    

(4) 

and 

𝑂(𝑑+1) = 𝑓(𝑎(𝑑+1) ) (5) 

 

Flatten layer is helpful for generating the feature map. Let 𝑎𝑥, 𝑎𝑦 be the dimension of the input 

image, and γ denotes the pooling output so the feature map can be calculated as- 

 

Adaptive Moment Estimation (Adam)  

The Adam optimizer is useful for reducing the error rate on developed model.                                                        

Let  be the stepsize and 
1
, 

2
 [0,1) be the exponential rates for moment estimates. f() be  the 

stochastic objective function with  parameters . 0 be the initial parameter vector. g𝑡be the 

gradients, ɸ
0
 be the 1st moment vector. v0 be the 2nd moment vector, and t be the timestamp then 

mathematical approach can be written as- 

g𝑡= 𝛻𝑓t(𝑡−1) (7) 

ɸ
𝑡
= 

1
. ɸ

𝑡−1
+ (1 − 

1
). g𝑡 (8) 

v𝑡= 
2
. v𝑡−1 + (1 − 

2
). g𝑡 

where ɸ
𝑡

̂ , and v�̂� be the updated bias first and second moment estimation 

(9) 

ɸ
𝑡

̂  = ɸ
𝑡
/(1 − 

1
𝑡
) (10) 

v�̂�v𝑡/(1 − 
2
𝑡) (11) 

𝑡𝑡−1 −  . ɸ
𝑡

̂ /((sqrt(v�̂�) +  ϵ) (12) 

 

 

 

 

𝐹 = 𝐴[𝑎𝑥, 𝑎𝑦] = (𝑎 ∗ γ)[𝑎𝑥, 𝑎𝑦] = ∑∑ γ[𝑖, 𝑗]𝑎[𝑎𝑥 − 𝑖, 𝑎𝑦 − 𝑗]

𝑗𝑖

 
  

(6) 
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3.2 Overview of Method 

The DRuNN consists three phases namely data collection and pre-processing, feature selection, 

and classification. The first phase, i.e., data collection and preprocessing takes the dataset of 

images which are collected from Messidor having 100 images. The second phase as feature 

selection contains CNN which is applied on VGG-16 model. The final stage i.e., classification 

discusses for prediction on GUI based technique. Each phase is described. 

Firstly an objective function, i.e, variation on training is applied on collected OCT based scans. 

After collection of scans feature extraction is performs on scans. Feature extraction applies the 

CNN algorithm and with the help of CNN algorithm, feature map is generated. Afterwards, the 

model is trained with transfer learning model. Further, optimizer is applied on proposed 

framework for reducing the error rate. After optimization algorithm, the value of performance 

parameters is calculated which checks the efficiency of proposed framework. Further, for user 

suitability a GUI based system is developed which selects the image, if the selected scan is of DR 

patient, it goes to the positive class, otherwise in the negative class (as shown in Fig. 7).  

 

Fig. 7: Flowchart of Proposed Framework 
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3.3 Data Collection and Preprocessing 

This is an initial phase of developing DRuNN technique where dataset of images are collected 

from Messidor (http://www.adcis.net/en/Download-Third-Party/Messidor.html.). It consists of 

approximately 1200 images. For training the proposed DRuNN technique, 100 tricky images are 

randomly selected which are dilated pupil images consisting of equal number of Diabetic Retina 

and Normal Retina. The selected images for this research work are in the form of .jpg format and 

all the images of OCT scan are in normal condition having no blurriness or fog. As the blurred 

images are not recognized by the physician as well as DRuNN based system. So, in this proposed 

work non-blurry images are considered for training and testing purpose. Once the dataset of 

images are gathered, it is converted into form of 1-D array or scaling the Pixel (as shown in Fig. 

8) [21]. Afterwards with variation in dataset like 50%, 60%, 70%, 80%, and 90% images are 

reserved for training phase and rest images are reserved for testing phase. 

The dataset contained images from patients of varying ethnicity, age groups and extremely 

varied levels of lighting in the retina. This affects the pixel intensity values within the images 

and creates unnecessary variation unrelated to classification levels. To counteract this, color 

normalization was implemented on the images. The images were also high resolution and 

therefore of significant memory size. The dataset was resized to 256x256 pixels which retained 

the intricate features.  

 

Fig. 8: Overview of Data Collection and Scaling of Pixels into 1-D array.  

 

3.4 Feature Selection and Extraction 

The feature selection is the second phase, where the features of various kind of images are used 

with the help of different algorithm like CNN and ReLu. The formal algorithm is used to the 

features of images [22]. The later algorithm helps to convert the image into two color form [23]. 

http://www.adcis.net/en/Download-Third-Party/Messidor.html
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The importance of CNN and ReLu algorithm are that they study the feature of image and convert 

the image into only one

color image. Further, the VGG-16 model is used for training and reducing error for the developed 

model. Further to optimize the feature extraction, Adam optimizer is used. It supports power of 

adaptive learning rate and provides best accuracy prediction.  The working of CNN, ReLU 

algorithms, VGG-16 model, and Adam optimizer are described.  

 

I. Convolutional Neural Network : To identify OCT based scan image, CNN algorithm plays 

an efficient role. It helps to study the feature of Image [22]. It generates the feature map with the 

help of its hidden layer (as shown in Fig. 9). The pseudo-code of CNN is shown in Algorithm 1. 

 

Fig. 9: Convolutional Neural Network Model 

Algorithm 1 CNN Algorithm 

Initialize the input image𝒂𝒊 {i=1,2,3,…..,n}       

   considering ac be the accumulator, and e be 

the      

   element value. 

1: for each 𝒂𝒙 in 𝒂𝒏: 

2: for each𝑝𝑖in𝑝𝑥 : 

3: setac=0 

4: for each𝛾𝑥𝐢𝐧𝛾 : 

5: for each e in the 𝛾𝑥: 
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6: if e →𝑝𝑖: 

7: return𝑒 ∗ 𝑝𝑖 and add result to ac  

8:                  end if 

9:              end for 

10:           end for 

11:     end for 

12: end for 

13: set𝑜𝑖= ac 
 

 

This algorithm take all horizontal rows of input image, and try to extracts the feature by pixel 

wise with a kernel filter. Afterwards, each element value is convolute with pixel value with 

addition of temporary accumulator which is initially zero. After convolutional, it generates the 

feature map (as shown in Fig. 10). The output image converted into 1-D array and helps to 

extracts the feature which is described into various subsection of CNN. 

Fig. 10: Operations for generating Feature map  

Layers on Convolutional Neural Network: The layers of CNN is helpful for generating the 

feature map firstly, conv2d layer is helpful for producing the tensor of outputs, pooling layer 

reduces the dimensionality of input image matrix. Further, Dropout layer drops some neurons to 

prevent the DRuNN technique from overfitting. Flatten layer flatten the output and generates the 

feature map. Afterwards, dense layer maintains the strong network between neurons of each 

layer to the each neurons of next layer. The layers in CNN model are shown in Fig. 11 and 

described by each step.  
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Fig. 11: Layers in CNN 

a. Convolutional 2-D:Convolutional 2-D (Conv2D) layer plays an emerging role to create 

convolutional kernel that is wind with layers which is helpful for producing a tensor of Outputs 

[23]. Essential library Tensorflow 2.0 is installed in machine which is based on DRuNN 

technique. It is helpful for transfering the data in the form of array which is known as tensors (as 

shown in Fig. 12). Pseudo-code for algorithm 2 is shown below- 

 

Algorithm 2 Convolutional -2D layer 

Consider 𝒂𝒙⃗⃗ ⃗⃗ , 𝐚𝐧𝐝𝜸𝒙⃗⃗⃗⃗  be the input image 

vector and    

  kernel filter vector. 

1:  for each 𝒂𝒙 in 𝒂𝒏: 

2:      for each𝛾𝑥𝐢𝐧𝛾: 

3: set 𝑎𝑛=𝒂𝒙⃗⃗ ⃗⃗ . 𝛾𝑥⃗⃗  ⃗   // dot product  

4: repeat 1 to 3 

5: end for 

6: end for 

7: return𝑎𝑛 
 

                                                                                                                                                                                        

This algorithm firstly performs the dot product between receptive field. i.e., input image vector 

and kernel vector. The result of the dot product is single integer of the output volume. 

Afterwards, the filter will slide over the next receptive field and generate a matrix, namely, 

tensor of outputs. 

 
Fig. 12: Input Image in Tensor Form 
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b. Pooling:The extra structures slice of CNN algorithm is Pooling layer. This layer is beneficial 

for decreasing or resizing the dimensionality of an image without any loss of feature or pattern 

[24]. The computation as average pooling is used that takes the average value of each sample (as 

shown in Fig. 13). Algorithm 3 discussed the pseudo-code for pooling layer. 

 

Algorithm 3 Pooling layer 

Initialize the input image𝒂𝒊 {i=1,2,3,…..,n}       

   considering w be the pooling window size 

and s be                                                    

   the stride. Set s=1 (initially) 

1: for each 𝒂𝒙 in 𝒂𝒏: 

2: for each𝛾𝑥𝐢𝐧𝛾 : 

3: set w =  (𝒂𝒙/𝛾𝑥 ) // window size 

4: perform⌊
𝑎𝑛−𝑤

𝑠
⌋ + 1 

5: end for 

6: end for            
 

 

This algorithm firstly calculates the window size and after calculating window size it will 

computes the average of each grid. Average of each grids generates the vector in dimensionality 

reduce form.  

 

 

 

Fig. 13: Average Pooling 

c. Dropout:  The dropout layer automatically set the input units to zero with some frequency and 

some training rate. The main purpose of this layer is to prevent the DRuNN based technique from 

overfitting [25]. For the purpose some of the neurons are dropped. 



16 
 

In the proposed work, the images of OCT scan consists of black color at the boundary level 

which is not used for prediction. The black color can cause the model for over-fitting so dropout 

layer is used. Algorithm 4 discussed the pseudo-code of dropout layer. 

 

Algorithm 4 Dropout layer 

Suppose a neural network has H hidden 

layers d∈ 

  {1,…….,H}.𝐚𝐝 be the vector of input, 𝐎𝐝 

be the  

   vector of outputs. 𝐦𝐝, 𝐁𝐝 be the weights 

and biases,    

   respectively, at layer, d; and f(a) be the 

activation  

  function 

1: for each H: 

2: for each m: 

3:         for eachO: 

4: set𝑎(𝑑+1) = 𝑚(𝑑+1)𝑂𝐻 + 𝐵(𝑑+1) 

5:         set 𝑂(𝑑+1) = 𝑓(𝑎(𝑑+1) ) 

6:         end for            

7:     end for 

8: end for 
 

                                                                                                                                                                            

This algorithm firstly drops some neuron with some pre-trained random learning. Afterwards, the 

generated activation function corresponds to the output layer which is helpful for predicting the 

category of scan.  

d. Flatten: Flatten layer transforms the pooled trait plot to a lone column that is delegated to the 

fully connected sheet [26]. Flatten layer is helpful for converting OCT scan based eye image into 

the forms channel dimension. This layer flattens the output of convolutional layer to achieve a 

single and long characteristic vector which is known as feature map (as shown in Fig. 14). The 

feature map is used for pattern recognition for an Image. Algorithm 5 discussed the pseudo-code 

for flatten layer.  
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Algorithm 5 Flatten layer 

Suppose 𝒂𝒙, 𝒂𝒚 be the dimension of the input 

image,  

   and γ be the kernel filter.  

1: for each 𝒂𝒙, 𝒂𝒚  in 𝒂𝒏: 

2: set (𝑎 ∗ γ)[𝑎𝑥, 𝑎𝑦] 

3:          for iin 1 to n: 

4: for j in 1 to n: 

5:              set ∑ ∑ γ[𝑖, 𝑗]𝑎[𝑎𝑥 − 𝑖, 𝑎𝑦 −𝑗𝑖

𝑗] 

6:              end for            

7:          end for 

8: end for 
 

 

This algorithm helps to travers the input image matrix in row as well as column form with kernel 

filter. Afterwards, the convolutional operation on input matrix and kernel filter, it generates an 

another matrix, which is called feature map.   

 
Fig. 14: Feature Map 

 

e. Dense: This layer is helpful for creating link between the convolutional network and the target 

class [27]. In dense layer each neuron of previous state is fully connected with the neuron of next 

state. The dense layer is the set of nodes that creates connection between the layers. The keras 

library automatically handles the connection between the layers. This layer is used after the 

pooling layer for mapping of features in a row or a column. Algorithm 6 discussed the pseudo-

code for dense layer.  
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Algorithm 6 Dense layer 

Suppose m be the weight, B be bias, x, and y 

be the    

   row and column of feature matrix, and O be 

the    

   output. Initialize tmp=0 

1: for each i in 1 to x: 

2: set tmp=0 

3:      for each j in 1 to y:  

4: tmp = tmp+ m[i][j] x B[j] 

5: tmp = tmp x B[j] 

6:      end for 

7: O[i] = tmp 

8: end for 
 

                                                                                                                                                                             

This algorithm maintains the strong network between neurons of each layer to the neurons of 

next layer and updates the weight matrix corresponding to each neuron.  

II. Rectified Linear Unit: ReLu is a protocol of non-linear or activation layer. ReLu model is 

used immediately after each CNN layer [28]. The leading aim of ReLu model is to initiate non 

linearity into neural network model which have been computed as linear. CNN model converts 

the image into black and gray color. Afterwards, ReLu model works only in a single color either 

black or gray. For gray color, it gives the positive value and zero for black color (as shown in 

Fig. 15). This approach reduced the feature of image.       

The mathematical approach is shown as – 

𝑓(𝑎) =  ⟨
0
𝑎
|
𝑎 < 0
𝑎 ≥ 0

⟩ (13) 
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Fig. 15: ReLU Model Architecture 

III. Visual Geometry Group-16 Model: Visual Geometry Group-16 (vgg-16) based on 

Imagenet architecture and very similar to Alexnet architecture [29][30][31]. Vgg-16 model 

increase the number of features which expand the depth of the network. Vgg-16 model consists 

of 3 x 3 meaningful small kernel size and the vgg-16 network comprise the 138 million 

parameters (as shown in Table 2). For small number of images vgg-16 model plays an efficient 

role.  In this proposed research work 3 channel based RGB image of size 224 x 224 is passes 

through the DRuNN based technique (as shown in Fig. 16). The succession of 3 x 3 

convolutional layer still introduced the non-linearity which leads to the greater discrimination 

power to the network. 

Let a be the input feature map of image and F be the output feature map, n, and r be the width 

and height of filters then mathematical approach for calculating number of parameters can be 

given as- 

𝑝𝑎𝑟𝑎𝑚𝑒𝑡𝑒𝑟𝑠 # = (𝑛 ∗ 𝑟 ∗ 𝑎 + 1) ∗ 𝐹 (14) 

Fig. 16: Working of Visual Geometry Group-16 Model 

Table 2                                                                                                                                                                                    

VGG-16 Model with training Parameters 

Padding and Stride Input Dimensions 

( 3 x 224 x 224) 

Activation Shape Parameters # 

z=1, s=1 Conv3-64 

Conv3-64 

224*224*64 

224*224*64 

(3*3*3+1)64 + 

(3*3*64+1)64 
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s=2 Pooling-1 112*112*64 0 

z=1, s=1 Conv3-128 

Conv3-128 

112*112*128 

112*112*128 

(3*3*64+1)*128 + 

(3*3*128+1)*128 

s=2 Pooling-2 56*56*128 0 

z=1, s=1 Conv-256 

Conv-256 

Conv-256 

56*56*256 

56*56*256 

56*56*256 

(3*3*128+1)*256 + 

(3*3*256+1)*256 + 

(3*3*256+1)*256 

s=2 Pooling-3 28*28*256 0 

z=1, s=1 Conv3-512 

Conv3-512 

Conv3-512 

28*28*512 

28*28*512 

28*28*512 

(3*3*256+1)*512 + 

(3*3*512+1)*512 + 

(3*3*512+1)*512 

s=2 Pooling-4 14*14*512 0 

z=1, s=1 Conv3-512 

Conv3-512 

Conv3-512 

14*14*512 

14*14*512 

14*14*512 

(3*3*512+1)*512 + 

(3*3*512+1)*512 + 

(3*3*512+1)*512 

s=2 Pooling-5 7*7*512 0 

 FC-4096 (4096,1) 4096*(7*7*512) + 4096 

 FC-4096 (4096,1) 4096*(4096) + 4096 

 FC-4096 (4096,1) 1000*(4096) + 1000 

Total   approximately 138M 

 

The Table 2 uses the five successive convolutional layer 3 fully connected layer. The input 

image is of RGB channel having 224 x 224 dimensions. As vgg-16 model comprises of 138M 

parameters. So, the Table 2 calculates the number of parameters at each layer with the help of 

equation (14). After calculating the number of parameters it shows that the total result is 138 

millions.   

 

IV. Adaptive Moment Estimation Optimizer: In this proposed research work, Adaptive 

Moment estimation (Adam) optimizer is used for minimization purpose of errors [32]. Adam 

optimizer is a combination of momentum and Root Mean Square (RMS) prop [33]. This 
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optimizer supports the power of adaptive learning rate. This algorithm can also run on the noisy 

environment and gives the best accuracy. Adam optimizer reduces the error and update the 

model (as shown in Fig. 17). 

The pseudo-code of Adam optimizer is shown in Algorithm 7. 

Algorithm 7 Adam optimizer reducing 

Error 

 be the stepsize and 
𝟏
, 

𝟐
 [0,1) be the        

exponential rates for moment estimates. f() 

be  the stochastic objective function with  

parameters . 𝟎 be the initial parameter   

vector.  

ɸ
𝟎
 0 (Initialize 1st moment vector) 

𝐯𝟎 0 (Initialize 2nd moment vector) 

t  0 (Initialize timestep) 

1: While𝒕 not converged do 

2:      t t + 1 

3: g𝑡𝛻𝑓t(𝑡−1) // get gradients 

4: ɸ
𝑡


1
. ɸ

𝑡−1
+ (1 − 

1
). g𝑡 //update 

biased first moment estimation 

5: v𝑡
2
. v𝑡−1 + (1 − 

2
). g𝑡  

//update biased second moment 

estimation 

6: ɸ
𝑡

̂ɸ
𝑡
/(1 − 

1
𝑡
) // compute bias 

corrected first moment estimation. 

7: v�̂�v𝑡/(1 − 
2
𝑡) // compute bias 

corrected second moment 

estimation. 

8: 𝑡𝑡−1 −  . ɸ
𝑡

̂ /((sqrt(v�̂�) +  ϵ) 

//updating parameters 

9: end While 

10: return𝑡 //Resulting parameters 
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This algorithm helps to reduce the error rate on proposed DRuNN system. Firstly, gradient 

descent maintains a single learning rate for all weight updates and the learning rate does not alter 

during training. As Adam optimizer is a combination of RMS prop, AdaGrad algorithm so Adam 

also maintain the property of these algorithm. As RMS prop maintains the pre-parameter learning 

rates that are adapted based on average of first moment vectors. Similarly, Adam optimizer also 

maintains the average of first as well as second moment vectors which makes it efficient for 

calculating error in noisy environment.   

 

Fig. 17: Working of Adam optimizer Reducing Error 

3.5 Classification 

This is an important and final step, where prediction is done. For the purpose, a GUI based 

platform is developed for the user’s suitability [34]. When the GUI file is compiled then a GUI 

based new window is opened. The window consists of two button “Select” and “detect”. After 

clicking the “Select” button, the folder is opened where dataset of images are stored. Once, the 

image is selected then after clicking on the “Detect” button, the machine will predict the selected 

image as of DR affected patients or either normal patient. If the image is belongs to the normal 

patient category then the message Normal will be appeared on the image and otherwise Diabetic 

will be appeared 
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CHAPTER 4 

                   (PERFORMANCE ANALYSIS) 

4.1 System Requirement: 

The experiments in this research are performed on 64-bit windows operating system consisting 

Intel(R) Core (TM) i5-7200U CPU @ 250GHZ Processor. The installed memory size is 4 GB. 

 

4.2 Library Requirement: 

4.2.1 NumPy: 

NumPy stands for Numeric Python. It is used for scaling the pixel and converting the OCT scan 

in 1-D array and used for basic mathematical array arithmetic operations. 

 

Fig. 18 NumPy Library working 

4.2.2 Pandas:                                                                                                                                 

Pandas is one of the most significant python based programming library, that is used to import 

the path means dataset of mages in any machine learning based project. It can be expressed as 

import Pandas as pd  # typecasting the pandas name as pd 

X = pd.read_csv(“path_name/Location”) 
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Fig. 19 Pandas Library Internal Working 

4.2.3 Matplotlib: 

It is a basic library for data visualization. This library is used when we have to plot our data 

means when we have to see the graphical representation of data. The matplot library provides 

some in built graph such as histogram, bar graph, pie chart, and line chart.  

 

Graph. 1 Simple plot by Matplot Library 
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4.2.4 skLearn: 

skLearn stands for skikit-learn. It is a open source library that has powerful tools for data 

analysis and data mining. It supports Python mathematical and factual libraries like NumPy and 

SciPy. 

 

Fig. 20 Flow of skLearn Library 

 

4.2.5 Seaborn: 

It is a Python data visualization library based on matplotlib. It is just extension of matplot lib 

when we have to plot an attractive graph. 

 

Graph. 2 Attractive Graph by Seaborn Library 
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4.2.6 Tensorflow: 

Tensorflow is one of the most important library for the proposed work which is provided by 

Google brain team and main aim of tensorflow library is to compute large scale mathematical 

computations. The dataset which is converted into the tensor of output is handled by tensorflow 

library. Keep remember that the proposed DRuNN technique used tensorflow 2.0 library which 

can be installed on python 3.7.x version.  

 

Fig. 21 Tensor in Array Format 

 

Fig. 22 Flow Diagram of Tensorflow Library 
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4.2.7 Keras: 

Keras is a high source library which is used just wrapping the tensorflow library. In this research 

based project keras library is just used before the tensorflow library i.e. 

keras.tensorflow.preprocessing.xxx. 

 

Fig. 23 Life Cycle of Neural Network in Keras 

 

4.2.8 OpenCv : 

Open Source Computer Vision Library which used to operate the computer vision related task. 

This library is developed by intel and later on with the help of google team this library stands a 

good role in vision related project. The main aim of this library is to recognize the images. 
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Fig. 24 Working of OpenCv Library 

 

4.2.9 tkinter Library: 

Tkinter library is used for developing a GUI based system.  

 

 

Fig. 25 GUI based Window 
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4.3 System Development Approach 

 

Fig. 26 Image Classification 

 

4.3.1 Sequence Diagram:

 

 Fig. 27 Sequence Diagram 
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4.3.2 Use Case Diagram: 

 

 

Fig. 28 Use Case Diagram 
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4.3.3 Class Diagram: 

 

Fig. 29 Class Diagram 
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4.3.4 Activity Diagram:  

 

Fig. 30 Activity Diagram of DRuNN Technique 
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4.3.5 Data Flow Diagram: 

 

 

Fig. 31 Data Flow Diagram 
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4.4 Installation of Packages 

 

 

Fig. 32 Installation of Packages 
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4.5 Discussion of Results and Comparison 

4.5.1 Experimental Setup 

The experiments in this research are performed on 64-bit windows operating system consisting 

Intel(R) Core (TM) i5-7200U CPU @ 250GHZ Processor. The installed memory size is 4 GB.  

4.5.2 Data Collection and Preprocessing                                                                                                                  

For developing DRuNN technique the model is trained with the variation of 50%, 60%, 70%, 

80%, and 90% dataset values. Afterwards, scaling of pixels means the input image is converted 

into the form of 1-D array. Table 3 describes the simulation parameters of proposed framework. 

Table 3                                                                                                                                                

Simulation Parameters 

S. No Attributes Values Specification 

1. Algorithm CNN, ReLu CNN Model is used to study the curve, edge, 

and color filter. Relu model is helpful for 

introducing non linearity and converting RGB 

image into binary image. 

2. Library Numpy, 

Tensorflow 2.0, 

Keras, tkinter 

Numpy is used for converting an Image into 1-

D array, Tensorflow is used for numerical 

computation of model, Keras is used for 

evaluating deep learning model, and tkinter 

library is used for developing GUI based 

screen. 

3. Layers Conv2d, 

Dropout, 

pooling, Flatten, 

Dense 

Conv2d is helpful for producing tensor of 

outputs, Dropout is used for preventing the 

model from overfitting, pooling layer is used 

for reducing dimensionality, flatten layer is 

used for making feature map, and Dense is 

used for creating link between convolutional 

network and target class. 

4. Model VGG-16 VGG-16 is 16 layers architecture which is used 

for the training purpose of DRuNN technique.  

5. Optimizer Adam Adam optimizer is used to reduce the error 

rate, this optimizer is also work on noisy 

environment.  

6. Accuracy 90.00% Calculated as:  

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑜𝑡𝑎𝑙𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑆𝑎𝑚𝑝𝑙𝑒𝑠
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7. Error 10.00% Calculated as: 

𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑜𝑡𝑎𝑙𝑁𝑢𝑚𝑏𝑒𝑟𝑜𝑓𝑆𝑎𝑚𝑝𝑙𝑒𝑠
 

8 Specificity 86.67% Calculated as:  

𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒
 

9.  Sensitivity 94.28% Calculated as: 

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒

𝑇𝑟𝑢𝑒𝑃𝑜𝑠𝑖𝑡𝑖𝑣𝑒 + 𝐹𝑎𝑙𝑠𝑒𝑁𝑒𝑔𝑎𝑡𝑖𝑣𝑒
 

 

4.5.3 Architecture used in Feature Selection 

For extracting feature of the OCT scans, CNN algorithm is applied and with the help of CNN the 

important features like color, curve, and edge of the image is studied. The CNN algorithm is 

comprises with input layer, hidden layers, and output layer on which forward as well as 

backward propagation is applied for maintaining the strong network between the layers.  

The convolutional layers helps to create the feature map. Conv-2d layer creates the tensor of 

output matrix. The tensor of output matrix is reduced with the help of Average Pooling which 

takes the average of each grid. Afterwards, tensor matrix and pooling matrix performs the 

convolution to generate the feature matrix.  

Futher, Relu model is helpful for introducing the non linearity as well as it converts the image 

into one color image. Afterwards, the various ImageNet model like Inception-V1, Inception-V2, 

AlexNet, Inception-V3, and VGG-16 models are used for training perspective with the variation 

of dataset values.  

The achieved highest accuracy are 48.24%, 57.31%, 68.82%, 81.02%, 90.00% respectively. Due 

to its simple network, VGG-16 model shows the highest accuracy value which is adopted for 

proposed DRuNN system. (as shown Fig. 33). Further, for reducing error rate Adam optimizer is 

used which iteratively reduced the error rate and updates the model.  
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Fig. 33: Comparison of accuracy with other existing ImageNet models 

As VGG-16 model achieves the highest accuracy prediction. Therefore, the value of other 

performance parameters are calculated on VGG-16 model. After predicting accuracy, error rate is 

calculated on developed DRuNN system. Afterwards specificity is calculated which tells about 

the negative case which is also got predicted as negative. Further, sensitivity of DRuNN system 

is calculated which tells about the positive case which is also got predicted as positive. Fig 34 

compares the results value of performance parameters. Table 4 described the parameters of 

accepted transfer Learning Model.  

Table 4                                                                                                                                                                                                                                                            

VGG-16 model with variation in Training dataset values 

Samples 

(100) 

Confusion_Matrix Accuracy 

(in %) 

Error 

(in %) 

Specificity 

(in %) 

Sensitivity 

(in %) 

 

 

Training 

(50%) 

Samples   

(50) 

 

 

 

56.00 

 

 

44.00 

 

 

55.17 

 

 

57.14 

 

 

Training 

(60%) 
 

 

 

 

66.67 

 

 

 

33.33 

 

 

 

66.67 

 

 

 

66.67 
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Samples 

      (40) 

Training 

(70%) 

Samples   

(30)  

 

 

81.42 

 

 

18.57 

 

 

80.00 

 

 

83.33 

Training 

(80%) 

Samples 

(20)  

 

 

90.00 

 

 

10.00 

 

 

86.67 

 

 

94.28 

Training 

(90%) 

Samples   

(10)  

 

 

77.78 

 

 

11.11 

 

 

85.10 

 

 

90.90 

 

 

34.a                                                              34.b 

 

34.c                                                             34.d 

Fig. 34: Comparison of Performance Parameters Value. 
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4.5.4 Classification 

After, feature extraction, for user suitability purpose, a GUI based system is developed which 

consisting of two buttons, namely, Select, and Detect. On pressing the Select button, the path of 

images stored images will be opened. Further, on pressing Detect button the DRuNN system 

shows the category of selected image.  

 

 

Fig. 35: Output window of GUI screen of Normal Scan 
 

 

Fig. 36: Output window of GUI Screen of DR affected Patient 

 

4.5.5 Receiver Operating Characteristic (ROC) Curve                                                                                               

For performance measurement for DR and normal retina images a ROC Curve is plotted (as 

shown in Graph. 2). The curve is plotted between True positive rate which is known as 
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Sensitivity and False positive rate which is known as 1- Specificity. ROC curve is plotted for 

testing purpose of usefulness of test cases. The region under the ROC curve is high which is very 

nearer to 1 which shows that the model can predict the images very efficiently and model is an 

excellent classifier. 

 

Graph 3: ROC Curve 

Hence, ROC curve tells about the usefulness of test cases and as mention earlier the area under 

the ROC curve i.e AUC is very large which shows that the proposed DRuNN technique is quite 

efficient. 
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CHAPTER 5 

       (CONCLUSION) 

5.1 Advantages 

• Reduce the burden on doctors. 

• Detect the DR within some few seconds. 

• Proper Feature learning. 

• Good accuracy as well as other performance parameters values. 

• Can be accepted for clinician perspective. 

5.2 Conclusion 

The developed DRuNN model helps to detects the OCT based scan is DR affected patients. If a 

person is suffering from blurred vision, floating spot in eyes and diabetes, the physician will 

advise the patient to take the OCT scan and if the OCT scan consists the red color dots and 

yellowish-white color physician will take the decision that the OCT scan is of DR affected 

patient. So in this proposed research work, DRuNN technique is developed which detects 

whether a person is suffering from DR or not. With the help of CNN and ReLU, the model helps 

to understand the curve and color based feature of the scan. The achieved accuracy, error, 

specificity, and sensitivity of DRuNN techniques are 90.00%, 10.00%, 86.67%, and 94.28% 

respectively when 80% data is reserved for training phase and rest 20% data is reserved for 

testing phase. 

 If a person has their own OCT scan then it can be detected in a few seconds that a person is 

suffering from DR or not. Thus, for user suitability purpose a GUI based system is developed 

which opens a GUI based window. The proposed research contribution definitively detects 

whether the given OCT scan with an efficient approach for finding DR affected persons within 

some few seconds. The proposed DRuNN maintains the complexity of the model, helps in feature 

scaling of every layer and provides reliable efficiency. Hence, this system is also beneficial for 

clinicians perspective. 

 

5.3 Future Work 

In future, to extend this proposed model which can also detect other eyes related disease and 

convert this proposed model into platform independent model.  
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