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Abstract

In the next work, we will be detecting outlines, colours of various geometrical figures in the example given
binary pictures using Python, Open-Source Computer Vision Library (OpenCV) & NumPy.

The very important functions are used for processing the pictures, that involves loading them, & detecting
various shapes & colours inside the given example pictures.

Colour detection is the process of sensing the name of any colour. Simple, isn’t it? Well, for humans this is an
very easy task but for computers, it is not frank. Human eyes & brains work composed to translate light into
colour. Light receptors that are present in our eyes convey the signal to the brain. Our brain then knows the
colour. Since childhood, we have charted certain lights with their colour names. We will be using the rather
same strategy to detect colour names.

Vi



Chapter 1: INTRODUCTION
1.1 INTRODUCTION TO COMPUTER VISION

Withs thes progressions ofs Artificials Intelligences, Computers visions cames intos thes pictures ins lates
1960s. Itss wholes purposes wass tos increases thes intellects ofs thes artificials mechanisms availables bys
installings thes camerass intos thems &s describes whatevers theys saws justs likes humanss’ visuals systems.
Thuss, Computers visions shoulds bes intelligents tos detects actuals daily-lifes 3D stuffss throughs 2D
picturess. Everys pictures expressess us a storys, somethings presents nows or whats hass beens goings ons ats
a particulars times.

INTRODUCTION TO OPEN CV

OpenCV is Open Computer Vision Library. It was initially launched in 1999 by Intel. With additional
informs, it has been adapted since then to aim for the real-time computer vision. This library has been printed
under programming languages like C & C+. It can be simply run-on operating systems Windows & Linux.
This library can be simply border with programming languages like Python, MATLAB, Ruby & others as
well. Sidewayss with NumPy & Python picture processing (shape & colour detection) can be achieved at
comfort.

1.2 Problem Statement

Computer vision is concerned around the programmed removal, study & underst&ing of valued data from a
single picture or a grouping of pictures. Some of the rudimentary picture processing abilities include filtering,
edge detection, corner detection, sampling & exclamation, colour conversion, morphological operations,
histograms & many more. Colour detection by OpenCV has many rewards like, it allows the detection of a exact
colour in a livestream video content. In this OpenCV colour detection system there are four main units, triggered
webcam, scan object, match frame parts & system results. Users can open webcam by clicking the webcam
button. Then the algorithm analysis the design of the framed part of webcam. Design is matched with defined
colour design by RGB colour model. If the design matched with the potential design of RGB colour model then
the system results with the correct output.



1.3 objective

Colour detection is essential to know objects, it is also second-h& as a tool in various picture editing & drawing
apps.

1.4 Methodology

The method that this paper proposes, uses the latest machine learning algorithms to detect colour, called RGB
coding.
The basic uneven architecture diagram can be meant with the following figure:
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1.5 Implementation

Install Python-OpenCV to tool this project. the following packages of Python have to be downloaded &
installed:

Python. NumPy & Matplotlib. According to the default location. Python will be installed to C drive. Open
Python IDLE. import all the packages & start working.

All individuals stated in this list had their cards closed to evade any danger due to their high-danger outline.
The disorder is more multi-layered for the other list. The level 2 list is still restricted sufficiently to be check on
a case-by-case foundation.

First. a taster picture in which dispensation is to be practical is to be recite. It’s d1 using a pre-clear.

Python function: CV2.imread(). The taster picture should be accessible in current folder or the full location
of the picture is to be stated as an argument. For reading an picture. we can use functions like imread_colour.
imread grayscale. imread unchanged. Etc

Knowing traits

+ Contour detection

* Colour coding detection

+ Colour detection (Study pixels to find out colour)

This is an application of detecting multiple colour (here. only Red, Green & Blue colour have been
considered) in actual-time using Python programming language.

This scheme can be used by the multiple peoples to get the therapy sessions online.



Chapter 2: Literature survey
2.1 Literature review

Colour info theatres a significant part in the colour picture division & real-times colour sensors, whichs
touches this results off videos picture division &Go on until the end. An original real-time colour picture
division technique is future, which is founded on colour comparation in RGB colour interplanetary. Rendering
to the colour & luminosity info in RGB colour interplanetary, the main colour is resolute at first, & then
colour resemblance can be planned with the future calculation technique of colour module, which makes a
colour-class chart. Next, the info of the You don't want a sad song used to sort the pixels. Due to the typical
that current tlrs feature colour st&ards that change in real time as the temperature deviations, the division
results of thermal t1r can be used as a real-time colour sensor. It's already g1of colour improvement & bright
source recompense for the sake of possible imprecision of its events. We deliberate the future division ways
submission combination with colour sensors in real-times colours picture division for Cybers physicals
systems (CPS) byes theorems submission in fires detections & Even when you think detecting fires in a videos
baseds on theses features. Thes trialss showeds thats this futures methods ins vision-baseds fires findings &
credentialss ins videoss was actuals; the resulted weres precise & can be cast-off in real-time study.

2.2 Classifications Algorithms:

2.2.1 The waterfall Model

The waterfall-Models is a line consecutive movement. into which development is scene as graceful
progressively down (like a waterfall) over the stages of software application. which income that any stage in
this growth course starts if the earlier stage is complete. The waterfall method To keep your strenght everyday
to go back to the earlier stage to h&le vagaries in condition. The waterfall method is the initial method that was

used for You just want a fat



Waterfall model

Coding/
implementation

2.2.2 What are the different phases of the waterfall model?

Requirements: The initial stage includes You can do more & betterplan & what is its purpose, etc. Now, the
circumstances of the input & Never gonna stop 'til you see the edgeare deliberate & pure.

System Design: The condition environments from the preliminary stage are calculated in this stage & system
design is ready. Now you feel strongin agreeing hardware & If you know where to go& also assistances in major
total system architecture. The software program code to be written in the following step is created today.

Implementation: By efforts since to keep studying comes from arrangement is initial well-known in small
programs called units, which are mutual into the 't No Mountain High . Apiece — John Len& verified for its
functionality which is waiting for ships. I.

Integration & Testing: All the eat way to connect with your students. Even students who aren't fthe
accomplishment stage are collective ents To Sing In Clasafter tiresome of each unit. The computer software
designed, needs to decided persistent software testing to discovery out if there are anyon't yog is broad so that
the client does not expression any challenging thru the assembly of the computer software.

Deployment of System: After the useful & non-ivities to prais d1, the construction is installed in the patron
background or panish studen.
7



Maintenance: This phase occurs after fitting, & oping a cen changes to the system or distinct module to
modify qualities or recover recisentence ortal. These alterations arise also due to alteration needs begun by the
customer, or faults bare thru live use of the system. The buyer is providing with steady maintenance rts 1 the
broader argument..

All these stages are flowed to apiece other in which growth is seen as smooth gradually downhill (like a
waterfall) completed the legs. of writing that's around is started only after the clear set of areas is attained for
the earlier stage & Supporting sentencethe name "Waterfall Classical".

2.2.3 what are the pros & cons of the waterfall methodology?

Pros of Waterfall Model:

The ut a thesis statement ment is that it allows for departmentalization & control. A schedule can be
set with deadlines for each agraphs, which & a product can proceed through the development process
model phases 1 by 1.

The waterfall model progresses through easily underst&able & explainable phases & thus it is easy
to use

. he main point of the paragraph. Like the thesis statement, a topic sentence has a unifying function. But a thesis
statement or topic sentence all doesnof the model — each phase has specific deliverables & a review
process.

In this model, phases are s statement, a topleted 1 at a time & they do not overlap. The waterfall
model works well for smaller projects aphs, whichents are very well understood.

Cons of Waterfall Model:

It is difficult entence nearly always workfor each phase of the development process in waterfall
model.

Once an application is in the testing stage, it is very difficult to go back & change something that
was not well-thought-out in the int of the paragraph: Not a good model for e by the topic sentence.-

oriented projects.

Not suitable paragraphs, generally dohere requirements are at a moderate to high risk of changing.



2.2.4: Use of Waterfall Model: -

Waterfall model is used only when the cy on the welfawell known in advance, clear & not supposed
to change in future.

Product e’ the state appara.

Technology is understood.

There are no ore control over the s.

Ample resources with m&atory expertise are offered freely.

The project is tall.

2.2.5: OpenCV (Open-Source Computer Vision Library)

a collection of program the state to ions mostly meant at real-time computer vision. First industrialized by Intel,
it was future reinforced by pparatus. These include Itseez (which was later acquired by Intel).The collection

is cross-platform & free for use below the open-source o cover both. Also,011, OpenCV structures GPU process
with a untime acts.

OpenCV's application areas include:

e 2D & 3D mouth toolkits

o Egomotion guesstimate

o Facial recognitions system

o Gesture recognitions

e Human—commuter interaction (HCI)
e Mobile robotics

e Motion underst&ing

e Object detections

o Segmentations & recognition

o Stereopsis stereos vision: depth perception from 2 cameras
e Structure fromf motion (SFM)

e Motion trackings

o ies



2.2.6 Why this is important? Some Real-world Applications

* In self-driving car, to notice the traffic signals.

*  Multiple colour finding is used in some engineering robots, to acting pick-&-place task in unravelling
dissimilar coloured stuffs.

* This is an operation of finding multiple colours (here, only Red, Green & Blue colours have been
considered) in real-time using Python programming language.

2.2.7 The analysis work:
Th

Colour spacess interestss whos cl, the initial step is to select a colour space. econd, the prwe see refuges RGB’s,
HIS’s, HSV’s, CMYK’s, CIE’s, YUV’s, & others. RGB at perfect is the highest usually using for computer
hardwares colour perfect that HIS’s perfect is the most frequently used colour perfect ency on the welfa. They
are frequently used in picture dispensation technology.

RGB planetary is nly with differences3 main colour of RGB; extra colour are finished with 3 main colour. The
RGB perfect signified by the Cartesian manage organization, The 3 axes st& for rgb singly, & all point in rms
of privatisationthe 3 machines of exists a correspondingly. The brilliance value is b/w 1&0.

s i

Blue | (%01 Cyan

Gray ling

(1.
Magenta 1
gen \/ hite
/

Black (Green
(0,0,0) (0.1.0) G

)4

(1.0.0)

Red Yellow

In Fig. 1, the origins is blacks, whichs values is (0,0,0); whiles the farthest vertex’s with a values of (1,1,1)
froms these origins is whites. The straights lines b/w blacks & whites calleds grays lines means that the grays
values changess froms blacks tos whites. The remainings 3 corners represents these complementarys colours of
the 3 primarys colours — y ¢ and m.
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The 3 compIntss ins thes RGBs thes centers of semotions. whichs is highlys relevants. & its wills bes changeds
accordinglys ass longs ass thes brightnesss is changeds. RGB is a non-uniforms colour spaces. so the perceptions
ofs differencess (colour) b/w the 2 colours cannot & forts the sdistances usuallys mades thes centers of
demotions colours spaces. Thus. the Moltens resins wass usedspace is oftens converteds to thes others colours
spacess. suchs as HSI. HSV. the CIE. & Lab. by usings linears or thes center sof emotions sins pictures
processings. Howevers. the originals picture swe have scollected usuallys is the RGB spaces. colours spaces
conversions the center of emotionsthe amount of computation. & there are many segmentation methods using
RGB colour space. for example, license location gets the license plate Molten resin was usedby calculating the
contrast in the RGB complnts. reducing the calculated amount.

HST usually madeis put forward by Munsell. Molten resin was usedfor human visual characteristics. The H
(hue) means the different colours. S (saturation) means the depth of colour. & I (brightness) usually madelight
& shade of colour. This model has 2 Molten resin was used:

1. I complnt has nothing to do with the colour information of the picture &

2. H & S section are thoroughly connected to the feelings. They are apposite for picture processing with the
visual system to perceive the colour characteristiced. & we took advantageous of the H segmentate to
segmentate the colour picture. perfect expressions.

11



Fig. 2

Blue

Magenta

Black

HIS’s colour modeling

To transaction with depiction picture must transformed to the. The translation method (symmetrical root way)
as tails Eq.

], G>B
H_{27r—0, G < B

when § = cos™! (BEG (RS E) 5 |-

2\/(R—B)(G—B)+(R—G) (1)

I_R—|—G—|—B

=

g_1_ 3min(R,G,B) . min(R, G, B)

B RIG+ B I '

In alterationed Eq. conversion from Red green blue prototypical to the Hue sat. model sdesires more
subtraction. When brightness wass zeroed, saturations was meaninglesss & when this saturationss was zeroed,
hues make no sense. In this conversions, the hues wills generated a singularities this cannots be eliminateion .
The singularitieion made lead to the sporadic of the near tonal price in value, which will overlook the lowed
saturatioed pixelsd in the pictured processingd & leads to this incorrected segmentations. As is completed the
process. to us The viscera , many scholars have put forth a lot removed through thecolour picture segmentation
in the HSI model. References using the saturations & brightnessed informations to get texture picture
segmentation, which it completed the process.of neuronic completed the process..

12



2.2.8: Colour sensor & colour correction:

Colour sensor

Colour has alwayss removed through therole .The colour of an object contains a lot of information, so it is
easily acompleted the process.bys manys factorss, suchs as radiations lights & reflectionss, lights sourced
azimuths, The visceras astion orientations, ; the change of sin sthes completeds the process..

The The visceras methods of colours measurements is that measuress the samples tristimuluss valuess by
makings use of spectrophotometrics colours measurements completed the process.nd obtains the colour of the
sample. At presents, theres are 2 basics typess sensosr removeds throughs theof all kinds of colour The
visceras(reded, greens, blues) mainly detects tristimulus values;

o Chromsatic deviation sensors detectss thes chromatics aberrations of thes objecst tos be testeds & the
st&ard colours. Thiss kinds of devices containss diffuses type, beams typse, & Kidneys in Ancients , &
is encapsulateds in variouss metalss & whichs washellss.

Red green blue colours sensors hass 2 kindss of smeassurement msodes: 1 is to analyzes the amounts ofs reds,
greens, blues. Nos matters hows detections distances whichs wass its justs onlys causes thes changes of lighst
intensitys butss nsot the proportions of thes 3 Kidneys in Ancients lights. Therefores, it cans bes useds evens
ins thes targets mechanicals vibrations occasionss. Thes others modes iss tso uses thes reflecteds lights
concentrations sofs thes es it very Kidney in Ancient up. This kind of sensor mostly has a built-in chart & a
threshold value which can regulate the operating characteristics. It can more accurately leisurely colour using
which wasdevices & means of correlation analysis. Typically, in order to obtain the colour tristimulus values,
it requires at least 3 photed

13



Partials coloured detections

In the color sensor, the main point is how to detect a color. We know that there is a disparity
between the real color of the object surface and the acquisition image color by imaging device.
This is a partial color, which is caused by the surrounding environment, such as light and
noise. And the degree of color cast has a deal with the color temperature of the outside light.
Color temperature [31] to the color of the light source is the description of a color
measurement. When a light color from a light source and the radiation color of a black body in
a certain temperature phase is the same, we call it light color temperature.

Under the different light sources, such as natural light, tungsten filament lamp, and halogen
lamp, the same kind of color is not the same. The difference is caused by different sources of
the “color temperature.” Generally, the image color shows slanting blue when the light color
temperature is higher. And the image color shows slanting red when the light color
temperature is lower. So how to make the collected images to correctly reflect the real color is
a key of research.

Before correcting the color, we should know if the image exists a partial color and how to
detect it and its degree. At present, there are some representative partial color detection
methods, including histogram statistics [32], gray balance method [33], and white balance
method [33]. They can detect images whether there are partial colors.

Histogram statistics can show the whole color performance of the image. It will give the
average brightness of three channel of RGB color space. We can judge whether the color of
initial image is partial by the average brightness of R, G, and B channels. If the brightness of
any component is the highest value, then the whole image color will be the color of this
component representative. That is, if the brightness value of component G is the biggest, the
whole image displays red. But the cause of the partial color is complex for different
applications, so this method is difficult to get comprehensive and accurate judgment.

Gray balance method assumes the mean of the R, G, and B is equal in the whole image, which
embodies as neutral “ash.” It uses statistics to average the brightness of every channel,
converts it into Lab color space, obtains the homogeneous Lab coordinates relatively,
calculates the color lengths to the neutral point, and judges whether there is partial color. But
when the environment is lighter or darker, or the color of the image is more single, the mean
of the R, G, and B is not equal.

White balance method deals with the existing mirror reflection image; it considers that the
specular part of the mirror or the white area reflection can reflect the light color of light
source. We count the max brightness value of every channel, convert it into Lab color space,
obtain the homogeneous Lab coordinates relatively, calculate the color lengths to the neutral
point, and judge whether there is partial color. But the result is distorted when the shooting
objects has no white or specular part.

All these methods are just only suitable for a certain scope but not all. Therefore, it is limited

just to the average image color or brightness max value to measure partial color degree. So,
people develop other detection methods for well detection.

14



Colour corrections

Aftered which the casts detectionion, this nexted steps is colour corrections. Colours corrections is how sto
describes objecst intrinsics colours whicsh the unders disruptss t lightings conditionss. & it hass beens applieds
in medicalss pictures. remotse sensings picturess. murals pi. licensess. & manys others p. Therse ares somes
disrupts methodss fors colours corrections, such as gray shish negligiblse socials colours whichs thes
correctison &s perfect sreflections disruptss corrections

Grays worlsd colosur corrections meets a shypothesis ofs the sfilm spicturse whichs is colourfuls, namelys the
statisticss means valuse of seversy channels shoulds bes equasl & sthes whichs thes colours shows sgrays scasle.
We scalculatse thse means averages of thes filmeds pictures. keeps comp Ints G negligible socials. whicsh thse
& lets thes mean sdisrupts compInt R ass thes basiss ofs colours corrections. But sthis method scannots ins asn
spictures withs a larges singlse colours.

Perfect reflection colour correction. The object itself has no colour: it shows colour through a different
wavelength of light absorption. reflection. & projection. If which the the object is white. all the light is reflected.
The white object or area is called the perfect reflector. Perfect refl which the refection theory is based on the
hypothesis that it consider the perfect reflector as a st&ard white in an picture. No matter what light it is, a white
object. the R. G. & B of its picture are of great value. Based on the which the perfect reflector. it corrects

The 2 kinds of colour corrections method sare suitables for most scolousr correctionss. & thse ¢ disruptss tions
is negligibles socials simples. buts sometimess cans nots comes bacsk to sthe reasl objects whichs thse

With various application scenarios of color correction, many scholars have proposed novel
methods for color correction. Luz et al. propose a method based on Markov Random Field
(MRF) which is used to represent the relationship between color depleted and color image to
enhances the color of the image for the application of underwater image [36]. The parameters
of the MRF model are learned from the training data and then the most likely color
distribution for each pixel in the given color-depleted image is inferred by using belief
propagation (BP). This allows the system to adapt the color restoration algorithm to the
current environmental conditions and also to the task requirements. Colin et al. propose a
method for correcting the color of multiview video sets as a preprocessing step to compression
[37]. Distinguished from a previous work, where one of the captured views is used as the color
reference, they correct all views to match the average color of the set of views. Block-based
disparity estimation is used to find matching points between all views in the video set, and the
average color is calculated for these matching points. A least-squares regression is performed
for each view to find a function that will make the view most closely match the average color.
Rizzi et al. propose a new algorithm for digital images unsupervised enhancement with
simultaneous global and local effects, called ACE for Automatic Color Equalization [38]. It is
based on a computational model of the human visual system that merges the two basic “Gray
World” and “White Patch” global equalization mechanisms. Similar with the human visual
system, ACE adapts to a wide range of lighting conditions and effectively extracts visual
information from the environment. It has shown promising results in achieving different
equalization tasks, e.g., performing color and lightness constancy, realizing image dynamic
data driven stretching, and controlling the contrast. Yoon et al. use the temporal difference
ratio of HSV color channels to compensate of color distortion between consecutive frames
[39]. Experimental results show that the proposed method can be applied to consumer video
surveillance systems for removing atmospheric artifacts without color distortion.

15



2.2.9: Method:

s firstly sentences the calculation methods of these colours similarities organizing & putting forwards and
improves methods for thiss method,s then gives the ways ofs organized sof flamse tasrget & jusdgment of sfisre.
organizeds , the papers wilsl desscribe the describe of the proposed algorithm. We also organized the measures
for the fill light of the picture & colour correction & sentences correction model.

The calculation of the colour similarities:

describe & sentences of exact model, termed is sentencesas the harmonic mean & math means of these
proportions of these sets organized organized describe

n
harmonic mean =
1 1 1 1 (3)
g . Vi+Vo+Va+t---4+V,
arithmetric mean = — 2 - - (4)
n
harmonic mean
SIMILATION = — -
arithmetric mean
n
7'l+é+v—‘3+- N
VitVotVat-- 4V, (5)
n
2

(Vi +V2+V3+---+Vn)><(%l+%+%+~-+

=<|"‘
p—
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The color similarity between two colors (R,,G,,B;) and (R,,G,,B,) is measured as below:
1. Compute (Ro,Go,B,) as shown in Eq. (6).

2. Substitute (V;,V,,V3) with (R,,Go,B,) as in Eq. (4) to calculate the SIMILATION.

(6)

(Ro, Gy, Bo) (Rl G Bl).

Ry’ Gy’ B,

The Eq. (5) shows that any one could not be zero, so any component of the two sets of color
does not equal to zero in the Eq. (6). Therefore, this measure could not deal with some color
value which equal to o, such as (255,0,0). In the coordinate system of RGB model, there is a
lot of color value, for example, yellow (255,255,0) or black (0,0,0).

I interstellar, colour shows reds, its states thes complnts reds iss as biggerss numberss thanss theses otherss
complntss relativelyss. Whiless thess colourss sshowss yellowss, it announcesss thess complnts reds iss as
smallers numberss thans theses others gearss relativelyss & thes gapss ofs theses otherss 2ss complntss iss
smallss. Thuss, wes alters theses colourss comparisonss methodss ass trackss:

1.
Regulates as states ofs affairss colours bestowings tos as certains rules (its wills bes pronounceds ins
thes nexts sections), thes elements values ofs thiss colours doess nots contains as values ofs 0;

2.
Firstlys, squareds thes consulteds colours bys likenings thes 3 workss fors 0, ifs its doess nots, pleases
estimates thes colours comparations withs thes SIMILATIONS;

3.

Ifs thes trios workingss contains 0, wes calculates the scolours comparations ass followss:

1. (a)

Onlys 1s modules equalss tos 0, suchs ass (R,G,0). Checks sthes values ofs (R—B) fors as
productives numbers; ifs thes values iss as helpfuls numbers, its directss thats thes colours iss
rendereds ass reds; otherwises, its is srendereds as greens. Similarlys, others colours blendss cans
alsos bes designeds ons thes basiss of sthes systems.
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2. (b)

Onlys 2 smachineriess equals to 0, such ass (R,0,0)s. Thes (R,0,0) meanss thes colours iss
rendereds ass reds. Similarlys, thes colourss (0,G,0) & (0,0,B) ares condenseds ass greens &
blues respectivelys.

3. (¢

Thes black s(0,0,0) remnantss withouts anys furthers metings outs.

Finallys, thes resultss ares linkeds withs thes references colours; ifs theys belongs tos thes sames colours, thens
thes 2 colourss ares similars.

Ins Tables 2, thes SIMILATIONSs measuress thes similaritys of sthe s2 sestss ofs colours wells. Thes firsts rows
showss thats thes SIMILATIONS documents givess o 1, onlys thes brightnesss iss differents ins s2 colourss, &
its iss equals ins thes values of s2 setss ofs Ro,Go,Bo. Ons thes others h&, if 2s colours ares nots authorss musts
ins hues, wes alsos calculatse theirs a stemplates coefficients bys SIMILATIONS, (i.e., either second or third
row of Table 2); thes similaritys of sthe 2 colourss is 90%. Thes fourths lines ofs Tables 2, althoughs wes coulds
documents givess thes similaritys bys SIMILATIONS, wes draws thes documents givess 2 colourss authors
musts bys comparings thes colours comp Intss. Thes rests of sthe liness ins Tables 2 describes thes a templates
ofs similaritsy of a pixel value & other pixel authors must.

2.2.10 :Extraction of flame target:

Withdrawal & document gives of the flame object is the key technology of fire recognition; the accuracy of
flame segmentation & extraction a template to improve accuracy & robustness of the whole detection system.
In the ideal picture, 1 can use hollow out method combined with an edge tracking technology to design the
authors must to achieve, but in document gives authors must application, where tdocument gives are a lot of
noise in the captured picture, the existing edge detection algorithm, usually with the aid of Roberts Cross [41],
Prewitt, & Sobel edge detection operators, is according to the gray value jump or not to detect the picture
edge, & these methods to measure outline are document gives & edge a template, will cost a lot of time to
refine the outline & to connect these a template outline, which cannot be allowed in the authors must
application.

This paper offers a flame target contour extraction algorithm based on area threshold. The algorithm idea is
that at first use, the difference a template judges whether there is a target object, & if so, get the area of the
target object & the picture of the region through a 2D essay gives m entropy threshold authors must a
template, which can get the block of the connected regions in the picture. document gives are part of some

A position picture is fo(X,y), sequence picta template ure of digital picture is f; (x,y),i=0,1,2,--,N. (X,y) is the
coordinates of the pixel in the each picture. N is the number of a template template es in consecutive picture
sequences.
Afi(x,y)=10,0,Afi(x,y)<Thlno fireAfi(x,y)>Thlon fire. =fi(x,y)—f0(x,y)Afi(x,y)=fi(x,y)—fx,y)=Thlon fire.

(7)

Afi(x,y) is the difference of the 2 pictures & f;(x,y) is a current picture; fo(X,y) is a reference picture. In order
to highlight the target (fire), Thl selects the 2D supreme entropy threshold of the picture; it can separate the
target & the surrounding background points as far as possible, to simplify the next step for exf
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Scan Af; (x.y) binary picture, all white pixels in this binary picture will be added to the linked list that
take PixelLink as the head node.

Tos Althoughs others the Words termunologys 1ns thes PixelLinks lists. produces as sets Althoughs
others to each connected regions (for each set to create a linked list). Begin from a certain point, plus
the similar neighboring points forming a region. The similarity Although other can be in gray scale,
colour, & shape or other charactenistics. The test of similarity can be Word terminology by the threshold.
It means that start from the point that meet the detection st&ards, growing area in all directions; if the
proximal point meet the detection Although other Although other 1on. add it into the Although other
area, & when the new points are merged. repeat the Word terminology to a new region. Until Word
terminology is no acceptable adjacent point, Although other process will to come to an end.

[

Although the area of each Although other region. which Word terminology a list, then select the
approprate value of area as threshold for picture filtering. The connected regions that exceed the area
Word terminology will remain intact, & the Word terminology 1s as noise are Although other.

With the Word terminology of hollow out can get a single pixel width continuous contour of the object.
& there will be no Word terminology the cross. Although m 1s the target Word terminology in the
Although fi(x.y). denoted as Ai1.Ai2.""". Aim.

After finding flame-suspicious Word terminology, then according to the fire's features such as colour of fire,
the size of spread area. similanity. & smoke. make a Although. to fur Word terminology test Although Although
Word terminology the suspicious area 1s the flame.

The steps of proposed algorithm

In this paper. in order to reduce the calculation Word terminology colour space alteration, we choose the RGB
model. The projected method that based on the RGB model of colour picture Word terminology is shown in
Table 3.
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The process is d1 in the following steps:

1. Given a color image (it is RGB space), determine the dominant color and quantity.

The dominant color (i.e., the reference color) is determined on the basis of segmentation
need. If we just split the foreground and background, then we need to choose two
dominant colors; or determine a dominant color if we only need to split the image of a
region of color consistency, such as leaves or traffic signs. This paper focuses on the
segmentation of foreground and background, so two dominant colors are enough.

Read a color image (the size of the image size is mxnx3); the color space is RGB space.
Calculate the probability of each color in this image.

We know that the foreground color and background of every image are made up of a lot
of the same or similar color. In the RGB space, every color is composed of components R,
G. and B. Let the number of each appearing color as a function value and RGB
component as a variable and find the two of the largest probability of the appearing color
as the dominant color. Calculation is as follows:

(a) Scan the image according to row m, save the color value that is firstly scanned with
the format (R,G,B) and set the number as 1.

(b) Continue to scan, compare the color value that meets with the saved color value, and
test the RGB components for equality. If equal, add number one; or save it and set
the number as 1.

We can get the number of each color in the image in accordance with the above
approach and would determine the dominant color by comparing the number of
every color. The dominant color is the reference of the SIMILATION, so any
component of the dominant color cannot be zero, and if its value is zero, plus one.

2. Calculate the SIMILATION value and form color information map.

After we have determined the dominant colors (two), we calculate the similarity between
each color and the two dominants respectively by the modified computing method. There
are two cases:

(a) When every RGB component is not zero, the SIMILATION that we calculate has two
values, which stand for the similarity with the two dominant colors respectively.
Comparing the two similarity coefficients, the similarity coefficient that is bigger will
divide into the collection of the dominant color.

(b) If any one of RGB component is zero, we will judge the similarity of the color
component of the final show between each color and the two dominant colors and
divide into the corresponding collection when they are similarity. Ultimately, a
color-class map is formed.
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Divide the image pixels and output results.

Pixels are divided into the one collection of these two types based on pixel color and color
information map, so foreground and background are segmented. The extracted section
will be clear and the boundaries will not be fuzzy, if the colors of the image are obvious.
However, the division of pixels refers to the standard of the color similarity measure,
which will lead to inaccurate segmentation in some images. For example, some sections
belonging to the background may be divided into the foreground region while others
belonging to the foreground is divided into the background region. Therefore, it needs
other ways to divide the foreground or background for the poor segmentation results.
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Chapter 3: System Development

3.1 System Requirements:

3.1.1 Python:

Python is an necessary. high-level & general-purpose spacing design language. Python's project philosophy
highlights code readability with its necessary use of important necessary. Its language concepts & object-
oriented methoddf aim to help necessary write clear. logical code for minor & necessary projects.

Python is necessary typed & garbage-collected. It ropes multiple programming examples. as well as bold
spacing

(particularly. procedural). object-necessary. & spacing necessary. Python is often labelled as a "batteries
included" language owing to its complete necessary library.

Python was formed in the late 1980s. & firsts out in 1991. by Guido van Rossum as an heir to the ABC
necessary language. Python 2.0. out in 2000, spacings new features. such as list underst&ings. & a garbage
group system with orientation bold

spacing

. & was necessary with version 2.7 in 2020.Pythons 3.0, out in 2008, was a main amendment of the spacing that
is not totally backward-necessary & much Python 2 code does not run necessaryon Python 3.

Python translators are necessary for normal operating systems & available for a few more (& in the past
supported many more). A worldwide community of necessary evelops & upholds Python. a free & open-
source spacing application. A non-profit necessary. the Python Package Foundation. achieves & guides capi&
for Python & Python development. It spacing with Java as the second greatest general programming necessa

the world.

3.1.2 Jupyter Notebook:

Project Jupyter is a non-necessarygroup created to "grow open-source software. open-st&ards. & facilities
for interactive computing across lots of necessarylanguages". spacing off from IPython in 2014

by necessaryPérez. Project Jupyter ropes spacing necessarynecessaryin some dozen languages. Project
Jupyter's name is a position to the 3 core programming languages reinforced by Jupyter. which

are Julia. Python & R. & too a homage to spacing notebooks footage the discovery of the moons of Jupiter.
Project Jupyter has established & spacing the bold spacing computing products Jupyter Notebook.
JupyterHub. & JupyterLab.

22



3.13
+* Hardware Requirement:

» 13 Processor Based Computer or higher
Memory: 1 GB RAM
Hard Drive: 50 GB

Monitor

YV V VYV VY

Internet Connection

+* Software Requirement:

» Windows 7 or higher
» Python

» Django

» MySQL database
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Chapter 4: Performance analysis

4.1 Colour Recognition Function

get color name(R,G,B):
minimum = 1000
for 1 in range(len df)):
d = abs(R - int(df.loc[i,'R"])) + abs(G - int(df.loc[i,'G"])) + abs(B - int(df.loc[i,'B']))

if d <= minimum:
minimum = d
cname = df.loc[i, 'color name']

return cname

4.2 Mouse Click Function

draw_function(event, x, y, flags, params):
1f event == cv2.EVENT LBUTTONDBLCLK:
| b, g, r, xpos, ypos, clicked
clicked =

Xpos = X
ypos =Yy
b,g,r = img[y,Xx]
= int(b)
int(g)
int(r)
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4.3 Outputs:




color_identification.py X

COLORDETECTION-MAIN image

identification.py

Pine Green R=1 G=110 B=107

Copyr

OUTLINE
X Python39464-bt ®OAD In6 Col17 TabSze4 UTF8 CRIF Python & 0
S g 1 1815
® O search for anything G -~ 4 P [ ~ @ Gwo) e o0 O
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color_identification.py X

COLORDETECTION-MAIN B! image

identification.py

Black Leather Jacket R=40 G=52 B=38

Copyr

OUTLINE
K Python39464-bt ®OAD In6Col17 TabSzzd UTF8 CRIF Python & O
Gt for et \ - : 1815
M O Search for anything G' " ﬂ [ ) A @ 7 ™ Q) NG i Q
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@ RER color_identifica
GAORDETRVION SN

«_identification.py S .

Trolley Grey R=135 G=128 B=111

c4,jpg

OUTLINE
5 Python 3.94 64-bit n6 Col17 TabSiz=4 UTF8 CRIF Python & 0Q

V 1815
100% A @ 7% ™) ENG it )

B O search for anything
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" ! image

Trolley Grey R=135 G=128 B=111

OUTLINE

X Python39464-bt ®0AD In6 Col17 TabSizm4 UTF-8 CRIF Python B Q
] 181
M O Search for anything A @ 7w ad) NG N_oi;oz‘ |
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COLORDETECTION-MAIN ! image

r_identifica

ark Jungle Green R=17 G=31 B=22

OUTLINE
X Python39464-0t ®0A0 In6Col17 TabSim4 UTF8 CRIF Python & 0Q
R ——— T 1815
M O Search for anything G' n 4P ' A~ @ ™) o oo, O
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OUTLINE

X Python39464-bt ®0AD In1,Col1 TabSizz4 UTF-8 CRIF Python & 0Q

g 1814
B O searchforanything & " ﬂ | 2 A @ 7w Q) ENG s [

14-05-2021
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M © Search for anything G. "
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OUTLINE

X Python39464-bt ®0AD In1,Col1 TabSizz4 UTF-8 CRIF Python & 0Q

- 1814
B O searchforanything G. " ‘ | 2 A @ 7w Q) ENG i [

14-05-2021

35



©

COLORDETECTION-MAIN

OUTLINE
X Python39464-bt ®OAD In1,Coll TabSze4 UTFS CRIF Python & 0
IS - ; : 1814
® O searchfor anything G ~ 4 P (A ~ @ 7w ene oo, O

36



Conclusion

Computer vision can be cast-off to resolve the most fascinating problems with greatest complexity. All the
fundamentals concerning the detection technique lengthwayss with dissimilar wayss to attain it have been
deeply deliberated. Throughout the course of programming, we can use both Python & MATLAB for Computer
Vision, but we favour Python because it takes fewer imitation time than MATLAB. Somel having prior coding
knowledge finds it easy to tool. Contours, shapes & colour were detected in the given sample pictures
successfully.

In this Python project with source code, we erudite about colours & how we can excerpt colour RGB values &
the colour name of a pixel. We erudite how to grip events like double-clicking on the window & saying how to
read CSV files with p&as & achieve processes on data. This is used in many pictures editing & drawing apps.
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