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ABSTRACT 

 

 

The goal of this project is to create the automated attendance system using face recognition. 

When a userwtakes a picturewof a human, ourwapplication searches relatedwinformation 

in a databasewusing imagehrecognition. Since a user of the applicationwcan take a picture 

under differentwcircumstances, the usediimage recognition algorithmihad to be 

invariantbto changes iniillumination andiview point. The execution of the algorithmwhad 

to run on thewmobile phone, so there was need for awlightweight image 

recognitionwalgorithm. A couple of these invariants can be grouped as a feature vector, 

identifying an image uniquely. By computingwthe distances between thewvectors of an 

unknownwimage and knownodatabase images, a bestwmatch can be selected. 

 

Android is flexible and provideswmany tools for developingwapplications. This allowed 

to develop our museum guide application in a limited amount of time. We explored, 

evaluated and used many of Android’s possibilities.  
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Chapter 1 

 

Introduction 

 

1.1 Introduction 

Attendancewsystems of old practicesware not quite efficientwnow a days for keeping 

track on student’s attendance. Student enrollment in schools and colleges increasing every 

year and taking each student attendance plays a very vital role. So, it is necessarywto 

discuss the effectiveisystem whichorecords the attendance of a student automatically. 

[17,18]  

Maintaining theoattendance is very importantpin all the schools/colleges forochecking the 

performancewof students. Every school/college has its ownomethod in thispregard. Some 

areptakingoattendance of students manuallypusing attendance registers or marking 

attendance sheets or filepbasedpapproach and some havewadopted thepmethods of 

automaticoattendance using someobiometricwtechniques. But in thesewmethods, 

studentsohave to waitofor a longptime in making aoqueue at the time they enteroinside 

thepclassroom.[17,18]  

Many biometricwsystems are available in thepmarket but the keywauthentications are 

samewin all of thertechniques. Everywbiometric systemoconsists of enrollmentwprocess 

in which thewunique features of a person iswstored in thewdatabase and after that, there 

are some processes of identificationwand verificationoof the person. These two processes 

compare thewbiometricwfeature of a person with previouslywstored templatewcaptured 

at the timewof enrolmentwof a student. Biometricutemplates can be of many types like 

Fingerprintsw, EyeyIris, voice etc. Our system uses the facewrecognition approachwfor 

the automaticwattendance of the students in the classroomwenvironment withoutwstudent 

intervention. The purpose ofideveloping the newqattendance managementisystem is 

toqcomputerize the traditionalemethods of taking theqattendance. Therefore, in order to 

drag the attentionwof students and makewthem interactive in observingwtechnologies, we 
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try to move on to the latestwupcoming trends onwdeveloping attendancewsystems. This 

is the reason for college/school attendancewmanagement system to come up with an 

approach that ensures a strongwcontribution of students inwclassrooms.[17,20,21]  

To track the attendance of the students, we have introduced the attendance management 

system. With the introductionwof this attendancewsystem, skippingoclasses forqstudents 

without the staff’s knowledge have become difficult. Attendanceqmanagement system is 

to count thepnumber of students and urgewstudents to attend the classes on time, so as to 

improvewthe qualitywof teaching.[18,20]  

Usually, a roll-callois taken to determinewwhether the student is present in the class or 

not, whichausually wastesoaqlot of time. In recentpyears, withothe emerging technology 

and withwthe developmentwof deepwlearning, face recognitionqhas made 

greatwachievements, whichsleads us to a newnway ofpthinking to solve thehproblem of 

student’swenrollment. So, in orderwto saveytime, the idea towcount the numberwof 

studentswin a class automaticallywbased on facewrecognition is incorporated. This 

system is developed by usingpface recognitionwtechnique which is used to detect the 

facewof an individual. There are many different facewrecognition algorithmssintroduced 

to increase the efficiency of the system.  The system provides an increased accuracy due 

to the use of a large number of features like Shape, color, LBP[11], wavelet, Auto-

Correlation etc. of thewface. However, the faceqrecognition stillpremains a 

challengingwproblem for us because of its fundamentalwdifficulties regarding various 

factorwlike illumination changes, face rotation, facial expression etc.[21] 

1.2 Problem Statement 

Whenithere are so manywstudents in a school/college, it becomes more and 

morewdifficult to markwattendance for each student and it is time consuming too. The 

Existing system of any institute is a manual entry for the students. Thiswsystem faces the 

issue ofwwastage of time and alsoqbecomes complicated when thewstrength is more than 

the usual. Here, the attendance is being carriedoout in the handwwritteniregisters. It is very 

tedious job for us towmaintain the recordqof the user.  
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Wheneverwwe have to measurewthe performanceoof students, finding andwcalculating 

the averagewof the attendanceqof each enrolledostudent is also a verywcomplicated task 

for us. The humanqeffort is more here. The retrieval of thewinformation is not a piece of 

cake as the recordsware maintained in the handwwritten registers. This existingwsystem 

requireswcorrect feed on input into thewrespective field. Thereforeowe are in a need of an 

automatedwsystem for markingiand maintainingwattendance of the students. Let us 

suppose that theqwrong inputs are entered, the applicationwresist to work. So, theouser 

finds it difficultwto use the existingosystem.[17] 

1.3 Objectives  

Our objective is to detect unique faceswwith the help of mobile camera amidst the other 

naturalwcomponents like walls, backgrounds etc. and to extract the unique features faces 

amongst other face characteristics such as beard, spectacles etc. of a face useful for face 

detection and recognition.[18] 

1.4 Methodology  

 

In our proposed system, the system is instantiated by the mobile .After it triggers then the 

system starts processing the image of the students for which we want to mark the 

attendance. [18] 

Image Capturing phase is one in which we capture the image of the students. This is the 

very basic phase from which we start initializing our system. We capture an image from 

our camera which predominantly checks for certain constraints like lightning, spacing, 

density, facial expressions etc. The captured image is resolute according to our 

requirements. Once it is resolute, we make sure it is either in .png or .jpeg format.  

 

We take different frontal postures of an individual so that the accuracy can be attained to 

the maximum extent. This is the training database in which we classify every individual 

based on labels. For the captured image, from an every object we detect only frontal faces. 

This detects only face and removes every other parts since we are exploring the features of 
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faces only. These detected faces are stored somewhere in the database for further enquiry. 

Features are extracted in the extraction phase.  

 

The detected bounding boxes are further queried to look for features extraction and the 

extracted features are stored in a matrix. For every detected phase, this feature extraction 

is done. Features that we look here are shape, edge, color, wavelet, auto-correlation and 

LBP [9, 11]. Face is recognized once we completed the extracting features. The features 

which is already trained with every individual is compared with the detected faces features 

and if both features match, then it is recognized. Once it recognizes, it is going to update 

in the student attendance database. Once the process is completed, the testing images 

remains. [18] 

 

 

 

Figure 1.4.1: System Model of face detection & recognition 
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Chapter 2 

 

Literature Survey 

 

One of thedmost successfulpapplicationsqof imagewanalysiswandpunderstanding,wface 

recognition haswrecentlygreceived a significantlattention, especially during theppast few 

years. In addition to this, theaproblem of machinearecognitionaof human facespcontinues 

to attract researcherstfrom disciplines such as imagewprocessing, patternarecognition, 

neural networks, computerfvision, computerjgraphics and psychology. The stronguneed 

for user-friendlylsystems that can secureaour assets and protect our privacywwithout losing 

our identityqin a sea of numbers isaobvious.  

 

We as humanswuse faces to recognizeiand identify our friends andifamily. Computersican 

now also identify peoplewautomatically using istored information such asefigure, iris or 

facewto identify a particulariperson. Earlier manywface recognitionialgorithms were used 

to achieveifully automated facewidentification process. The first face recognitionisystem 

was createdwin ther1960s. It was not fullywautomated and it required ianual inputs of the 

locationqof theweyes, ears, nosewand mouth on the images then itwcalculates a distance 

to some common point theniit compares it to the stored data. Theystill image problemkhas 

severalwinherent advantages andqdisadvantages. For applicationsksuch as driver’s license, 

due to the controlled nature of the imageracquisition process, the segmentationmproblem 

is rather easy. However, if only afstatic picture of antairporthscene is available, 

automaticqlocation and segmentation of a face could poseqserious challenges to any 

segmentationbalgorithm. 

  

On the other hand, if a video sequencefis available, segmentation of a movingbperson can 

be more easilylaccomplished using motionwas a cue. But the small sizewand low image 

qualitywof faces captured from video canssignificantly increasehthe difficulty in 

recognition. Face recognitioniand sometime is called faceiidentifying is simplyiputting a 

label to known faces just like human asamentioned above, we learn the facesqof our family 
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andacelebrities just by lookingiat their faces. Since the 1970s there was manyitechniques 

andialgorithms were developed for awmachine to learn toirecognizeiknown faces. Most of 

the recent techniquesiinvolve at least threeusteps: 

• Faceidetection: 

• Faceipreprocessing: 

• Faceirecognition 

 

2.1 Face Detection 

 

Faceadetection is a process of locatingaa face inside an imagewframe, regardless of the 

identitywof that face. Beforeirecognizing a face, it is firstiessential to detect andiextract the 

facesofrom the originalipictures. Face Detection target on finding the faces (area and size) 

in an image and probably extract them to be used by the face recognition algorithm. In 

recentwyears, manywmethods are proposed for detecting the face [20].  

 

In face detection methods, those who are depending on trainingwsets to capturepthe huge 

unevenness in facial features have enticed muchqattention and given the bestqresults. 

Generally these methods scan the input picture at all potential area and scales then as the 

sub windows either as non-face or face. Viola and Jones [1] presented an effective detection 

technique using Haar-likewfeatures and AdaBoost as a quick trainingaalgorithm.For 

recognizingia face, theialgorithms compare only faces. Any otherielement in the 

pictureithat is not part of a face deterioratesithe recognition.  

 

Thereware severaliexisting algorithms for detecting faces.Prior to year 2000 there were 

manyqtechniques for faceqdetection, however they were mostlyqunreliable, slow and 

requireqmanual inputs. In 2001 Violawand Jones[1]winvented the Haar-based-

cascade[15]aClassifier thatwrevolutionize the face detectionwmethod. It can detect objects 

in realqtime with anwaccuracy of 95%. It works not only for frontalaface view but it can 

detectafaces from sideqview as well. 
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2.1.1 Haar-cascade classifier 

 

Haar-cascadeqis a method, inventedaby Violaqand Jones [1], which trains a 

machineqlearning for detectingqobjects in a picture. In thisqcontext, it can be used to 

detectafaces. The basicaideaaof the Haar-based[15] face detector[is that if youqlook 

atomost frontalqfaces, thepregion with the eyes should beqdarker than theqforehead and 

cheeks, and the regioniwith theomouth should be darkerithan cheeks, and so on.  

 

It typically performsoabout 20qstages ofocomparisons like this toodecideoif it is a face 

oronot, but it must do this at eachapossibleaposition in the imageqand for eachopossible 

size of the face, so inzfact it often doesathousands ofachecksaper image.. The name of 

thisamethod is composedqof two importantqwords, Haar and Cascade. Haar belongs 

toiHaar-like featureswwhich is a weakaclassifier and will be used for theqface recognition.  

 

A Haar-like feature is aqrectangle whichqis split intoqtwo, three or four rectangles. 

Eachqrectangle is black or white. Figure 5 shows the different possible features. A Haar-

cascade needs to be trainediwith variousipositive and negativeipictures. The objectiveais 

to extract theqcombination of theseefeatures thatwrepresents a face. While a positive 

pictureqcontains the object which hasqto be recognized, a negative picture represents a 

picture withoutqthe object.  

 

In the context of facesdetection, a positivespicture possessessa face, and a negativerpicture 

does not. This machine learningrrequires grayscale pictures. The intensityaof gray will be 

used to detectswhich feature issrepresented. These features can be found byscalculating the 

sum of the darkspixels in an area subtracted by the sum of thesbrightspixels. 

 

Figure 2.1.1: The 5 Haar-like features used foridetecting faces [15] 
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The basic principlesqthataViola andaJones [1] method is basedwon are as follows: 

• Imageseused in the integralerepresentation that allows aqmachine to calculate the 

necessaryqobject features (in this context, face features) 

• Using Haar-like features, the desiredwfeature of the face can be found. 

• Adaptive Boostingiused to selectothe most suitableqcharacteristics for the desireduobject 

to this partwof the image. 

• Allothe featuresrare input to theqclassifier, which givesqtheoresult trueior false. 

 

The extractedocombination of featuresofrom the training partqwill be used for detecting 

facesoin a picture. To detect a face in an unknownopicture thepcombination of theufeatures 

will beeresearched. The featuresoare tried to be matchedoonly in a blockoof pixelsodefined 

by a scale. Each featurepof theocombination will be tried to bepmatchedpone bypone in 

thepblock. If one of thepfeaturespdoes not appearpin the block, thepresearch in it will be 

stopped. The remainingofeaturesiwill not beutested becausepthe machineuconcludes that 

there is nopfacepin this block. Then, a newoblock is taken, and theoprocessowill be 

repeated. 

 

The 5 Haar-like features used for detecting faceswpixels with thepresearched 

combinationpin cascadeewhich explains the second word in theoname of the method. This 

method is efficientoto detect an imageowithout faces becauseoonly a few testsoneed to be 

run tooinfer that the imageodoes not contain a face. A face isoconsequently detectedowhen 

eachofeature of theocombination has been recognizedocorrectly in a block. We can see that 

the eyesoare darker than theocheeks and the middleoof the noseoisobrighter. All these 

featurespwhich wereoextracted from theptraining are used to find a pattern toorepresent a 

face. The processowill proceed blockabyablock until theolast one. Afterochecking the last 

block, the scaleois increased, and theodetection processostarts again. The process is 

repeatedoseveral times withodifferent scales to detectpfaces of different size. Onlyafew 

pixels areadifferent between twopneighbor blocks. Therefore, eachotime a faceois detected 

in a picture, the sameaface is detectedoin differentoblocks.  
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All theodetected faces that concern the sameoperson areomerged and areoconsidered as 

one at the end of theoentire process. The accumulationaof theseoweak classifiersobuilds a 

facepdetector able to detect facesovery fast with a suitablepaccuracy. A Haar-

cascadepclassifier has to be trained only once. Thus, it isopossibleoto create one’s 

ownoHaar-cascade or use oneowhich hasoalready beenptrained.  

The downsideoof Haar-based-cascadeois theotraining of the classifierois very slow, and it 

can take up to a weekousing a modernoPC. 

 

2.1.2 Local Binary Patterns (LBP) 

 

The Local BinaryaPattern operator is also knownaas LBP and was first presented by [7] 

for byte adaptation [8]. The Local BinaryaPattern (LBP) is a basic, effective and dominant 

textureaoperator, which labels the pixelsoof a picture by thresholding the neighbouring of 

each pixel, resulting in a binary number as shown in Figure 3.5.2. It was initially introduced 

by Ojala et al. [7]. For each pixel, the algorithmoconsiders the eight (8) neighbouring 

pixels. Then based on the gray-scale value of the selected pixel, it allocates the neighboring 

pixels the value of 0 or 1. Therefore, everyqpixel will have a string of binary values. 

Figures 3.5.3 shows an example of the calculation. 

 

LBP(xp,yp)= ∑ 𝑠(𝑖𝑛 − 𝑖𝑝)2𝑛7
𝑛=0    

 

Where (xp, yp) is the pixel of an image, n signifies the neighboring pixel, (in) and (ip) the 

individual gray level of neighboring and central pixel, and s(x) can be described by: 

 

S(x)  = 1, x ≥ 0 

S(x) = 0, x < 0 

 

The bit is attained for every neighbouring pixel and is used in a pre-defined order to create 

a certain result. The final result will be in between 0 and 255, using 8 neighbouring pixels.  

Figure 3.5.3 shows the whole Local Binary Pattern operator extraction process. 
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           (a)                                         (b)                                (c) 

 

 

 

 

                                              (e)                                     (d) 

                                                                                      

                                                                                     84 (e) 

Figure 2.1.2: LBP calculation example [10] 

 

The Local Binary Pattern extraction process: 

 

 (a) The picture which is to be fragment so that it can be processed. 

 (b) Gray levels are shown in the image.  

 (c) Shows subtraction results from edged pixels and the center one. 

 (d) Zero is assign to the pixel where subtraction results is less than 0 and 1 is assign if the 

subtraction results larger or equal zero (0). 

 (e) Binary matrix values are shown.  

In the last step, the binary matrix values in (e) are added together for every cell where 

the value is one (1) in (d). 

 

 

 

-74 -21 16 

-62   4 

-51 -7 -6 

64 117 154 

76 138 142 

87 145 132 

0 0  1 

0   1 

0  1  0 

1  2  4 

8  16 

 32  64 128 



11 

 

• Comparison between LBP vs Haar-cascade classifier 

 

The basicoidea of the LBP-basedoface detector isosimilar to the Haar-basedoone, but it 

usesohistograms of pixelpintensityecomparisons, such as edges, corners, and flat regions. 

Haar-like based classifierwwas very slow towdetect a face in thewframe Table.[3] 

 

Haar Fps LBP Fps Status 

0.98 4.53 Faceqin frame 

0.99 4.52 Faceqin frame 

0.98 4.57 Faceqin frame 

0.98 4.57 Faceqin frame 

0.99 4.53 Faceqin frame 

0.98 4.57 Faceqin frame 

1.43 5.74 No Faceqin frame 

1.20 5.75 No Faceqin frame 

1.20 5.13 No Faceqin frame 

1.40 5.13 No Faceqin frame 

1.32 5.74 No Faceqin frame 

1.20 5.13 No Faceqin frame 

1.1375 4.9925 Average 

 

Table 2.1: Shows the comparison between LBP vs Haar-cascade classifier.[3] 

 

 

 

 

 



12 

 

 

2.2 Face Pre-processing 

 

Any of the previousqmethods can be usedqfor extracting facespfrom input pictures. The 

nextwstep is to pre-processwthese faces in order to make the training phase easier and 

improvewthe probabilitywto recognizewa person correctly. Thewtraining data will be 

standardized. Not all the pictureswhave the samewzoom on the facewand have maybe not 

all theesame size. Most of theealgorithms for facialqrecognition require the same size for 

the entireetraining set. Pre-processingwincludes differentwmodifications. First of all, the 

faces need to bewcentered in thewpicture in the same way. The locationwof the two eyes 

and the nose is often used as a landmarkwfor centeringwfaces. The aim is to have the eyes 

at the samewlevel and the nose at the samewposition for all images. To apply these 

modifications, thewcoordinates of the landmarksware needed. For that, it iswpossible to 

use a Haar-cascadewclassifier for detectingwnose andeeyes.[3]  

 

Afterqdetecting a face in theqframe, we can now processethe face insidewthe green 

rectangle. Facewrecognition iswsusceptible to changes in lightingwconditions,wface 

orientation, faceiexpression, so it is paramountito diminishithese differencesoas much as 

possible. There are numerousitechniques to eliminateuthose issues. Some of these 

techniquesware:- 

 

• Geometricalptransformation andocropping: This procedureoincludes resizingwof the 

imageoand rotatingothe image as well as removingabackground. 

 

Figure 2.2.1:  Face imagewconverted to gray scalewand cropped [3] 
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•Histogramwequalization: This processwstandardizes theibrightness andwcontrast of the 

image.  

 

Figure 2.2.2:  Histogramwof the image equalized [3] 

 

• Smoothing:In this process, thewimage noise isieliminated by applyingwsome filters.  

 

 

Figure 2.2.3: Filter applied on the face [3] 

 

• Ellipticalomask: The ellipticalhmask removespsomearemainingqbackground.  

 

 

Figure 2.2.4: Elliptical maskiapplied on the image [3] 
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Processingeimages can be computationallyoexpensive in a PC or laptop,qsimilarly in 

mobileodevices. It requires highereprocessing power. Therefore, minimalizingwthe image 

processingein the mobileedevice is a must toeachieve a real-time faceerecognitionesystem. 

 

2.3 Face Recognition 

 

We will discuss current developments in face recognition in upcoming various sections. In 

Section 1, we briefly review issuesethat arewrelevant from aqpsychophysical point of view. 

Section 2 will provide a detailed review of recent developments in faceirecognition 

techniques using stilliimages. In Section 3, face recognitionttechniques based on videorare 

reviewed. Data collectionwand performancelevaluation of face recognitionhalgorithms are 

addressed in Section 4 withwdescriptions of representativeiprotocols. In Section 5, we 

discuss twopimportant problemspin faceirecognition that can beqmathematically studied, 

lackwof robustness tosillumination and posekvariations, and we review proposedqmethods 

of overcoming thesewlimitations. 

 

2.3.1 Psychophysics/Neuroscience issues relevant to face recognition  

 

Human recognitionqprocesses utilize a broadrspectrum of stimuli, obtainedefrom many, if 

not all, ofwtheksenses (visual, auditory,wolfactory,wtactile, etc.). In manyesituations, 

contextualfknowledge is alsofapplied, for example, surroundingseplay an importanterole  

in recognizingqfaces in relationqto where they areesupposed to be located. It iswfutile to 

evenqattempt to develop a system usingwexistingqtechnology, which willgmimic the 

remarkablehface recognitionwability of humans.[16]  

 

Many studies inwpsychology and neurosciencevhave directirelevance to engineers 

interested in designingwalgorithms or systemsffor machine recognitiongof faces. For 

example, findings in psychologyyabout the relative importanceeof different facialifeatures 

have beenwnoted in the engineeringgliterature. On thewother hand, machinegsystems 

provide tools for conducting studies inwpsychology andwneuroscience. 
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It is traditionallyobelieved that faceqrecognition is a dedicated processkdifferent from 

other objecthrecognition tasks.  

 

Both holisticwand featurewinformation are crucial for theuperception andqrecognition of 

faces. Hair, face outline, eyes andgmouth (not necessarilyqin this order) havewbeen 

determinedqto be important forhperceiving and rememberingqfaces. It haswlong been 

informallywobserved that photographicenegatives of facesware difficult toerecognize. 

However, relativelyqlittle work hastexplored why it is sowdifficult toerecognize negative 

imageswof faces. Experimentsewere conducted toqexplore whether difficultiestwith         

negative imagesfand inverted imagestof faceswarise because eachqof theseimanipulations 

reverses theqapparent directionqof lighting, renderingia top-lit imageiof a facewapparently 

lit fromhbelow. It wasidemonstrated in thatwbottom lighting does indeedwmake it harder 

to identitywfamiliar faces. Based on neurophysiologicalwstudies, it seems thatwanalysis 

of facial expressions is accomplishedwin parallelwto facewrecognition. 

Somewprosopagnosic patients, who havewdifficulties in identifyingwfamiliar faces, 

neverthelesswseem towrecognize expressionswdue to emotions.[16] 

 

2.3.2 Face recognition from still images  

 

Face recognitionwinvolveswthree key steps:  

(1)Detectionwand rough normalizationwof faces. 

(2)Featurewextraction and accuratewnormalization of faces.  

(3)Identificationwand/or verification. 

 

Sometimes, differentwsubtasks are not totallywseparated. For example, the facialwfeatures 

(eyes, nose,wmouth) used for facewrecognition are oftenwused in face detection.  

 

Though fullywautomatic face recognitionwsystems mustwperform all threewsubtasks, 

research on eachwsubtask is critical. This is not onlywbecause the techniqueswused for the 

individualwsubtasks need to bewimproved, but alsowbecause they arewcritical in many 

differentwapplications. For example, facewdetection is needed towinitialize 
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facewtracking, andwextraction ofwfacial features is needed for recognizingwhuman 

emotion, whichwis in turnwessential in Human-ComputerwInteraction (HCI) systems. 

Isolatingwthe subtaskswmakes it easier to assesswand advance thewstate of the art of 

thewcomponent techniques. Earlierwface detection techniques could only handlewsingle 

or a fewwwell-separated frontalwfaces in images withwsimple backgrounds,wwhile state-

of-the-artwalgorithms can detect faceswand theirqposes in clutteredwbackgrounds. 

 

Key Steps Prior to Recognition: Face Detection and Feature Extraction 

 

The firstwstep in any automaticwface recognitionwsystems is the detectionwof faces in 

images. Dependingwon the type ofwclassification system, features can be localwfeatures 

such aswlines or fiducial points, or facialwfeatures such as eyes, nose, andwmouth. Face 

detectionwwmay alsowemploy features, in which casewfeatures are 

extractedwsimultaneously with facewdetection. Featurewextraction is also a key to 

animationwand recognitionwof facialwexpressions. Without consideringwfeature 

locations, facewdetection is declaredwsuccessful if the presencewand roughwlocation of a 

facewhas been correctlywidentified.  

Three types of featurewextraction methodswcan be distinguished:  

(1) Genericamethodsabased on edges, lines, and curves. 

(2) Featureatemplateabased methodsathat are used to detect facialafeatures such as eyes. 

(3) Structuralamatchingamethods that take intoaconsideration geometricalaconstraints on 

the features.[16]  

 

These methodsihave difficulty when thewappearances of theifeatures changeasignificantly, 

forwexample, closedieyes, eyes withaglasses, openimouth. A template-basedaapproach in 

detectingithe eyes andwmouth in real imagesawas introduced. Thisamethod is based on 

matching a predefinedaparameterized template to an image thatacontains a face region. 

Two templatesaare used foramatching the eyes and moutharespectively.  

 

The shapeamodel (meanwshape, orthogonalemapping matrixoPs and projectionwvector 

bs) is generated bywrepresenting each set ofwlandmarks as a vectorwand by applying 
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Principal ComponentwAnalysis (PCA) to thewdata. Then, after eachasample image is 

warpedwso that its landmarksimatch the meanishape, textureainformation can beisampled 

from thiswshape-free faceapatch. PCA to this dataaleads to a shapefree textureomodel 

(meanotexture, Pg and bg ). To explore theacorrelationn between the shape and 

textureavariations, a thirdwPCA is applied to theaconcatenated vectors (bs and bg ) to 

obtain theacombined model in whichwone vector c of appearanceaparameters controls 

bothathe shape and texturewof the model. To amatch a given imagewand theomodel, an 

aoptimal vectorwof parameters (displacement aparameters between the facewregion aand 

the model, parameters for alinear intensity aadjustment, and theiappearance aparameters c) 

arewsearched by aminimizing the differenceibetween the synthetic aimage and the given 

one. Afterimatching, a best-fittingimodel is constructed athat gives the locationsiof all the 

facial afeatures and can be used to reconstructathe originalaimages. 

 

2.3.3 Recognition from Intensity Images 

 

Manyamethods of facearecognition have beenaproposed during the past 30 years. Face 

recognitionqisqsuch a challengingayet interestingqproblem that it has attractedaresearchers 

whowhave differentabackgrounds: psychology, pattern recognition, neural networks, 

computer vision & computer graphics. It is due to this afact that the literatureaon face 

recognitionwis  vast andwdiverse. The usage of a mixture ofwtechniques makes it difficult 

to classify these systems based purely on what types of techniqueswthey use for feature 

representation oraclassification. To have a clear and high-levelacategorization, we instead 

follow a guidelineasuggested by the psychologicalwstudy of how humans usewholistic and 

local features. Specifically, we have thewfollowing categorization:-  

 

(1) Holistic matching methods. Thesewmethods use the whole face region aswthe raw 

input to a recognitionasystem. One of the most widely usedarepresentations of the face 

region isaeigenpictures , which are based on principalacomponentwanalysis. 
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(2) Feature-based (structural) matching methods. Typically, in these methods, local 

featureswsuch as theqeyes, nose, and mouth are first extractedaand theirslocations and 

local statistics (geometric and/or appearance) are fed into awstructural classifier. 

 

(3) Hybrid methods. Just as the humanaperception system uses bothalocal features and 

the whole face region towrecognize a face, a machine recognition systemashould use both. 

One can argue athat these methods couldqpotentially offer the best of the two types of 

methods.  

 

2.3.4 Face recognition from image sequences  

 

A typical video-based faceerecognition systemrautomatically detectswfaceoregions, 

extracts featureswfrom the video, and recognizeswfacial identity if a facewis present. 

Inqsurveillance, informationwsecurity, and accesswcontrol applications, facewrecognition 

and identificationqfrom a videowwsequence is an importanwwproblem. 

Faceqrecognitionwbased on video iswpreferable over using stillwimages, motionihelps in 

recognitiontof familiarwfaces when the imagesqare negated, inverted or threshold. It was 

also demonstratedqthat humanswcan recognize animatedwfaces betterwthan randomly 

rearrangedwimages from the same set. Thoughwrecognition of faces from videowsequence 

is a directwextension of stilliimage-basedwrecognition, in ouriopinion, true videoobased 

facewrecognition techniques thatwcoherently use bothwspatial and temporalwinformation 

startedionly a few yearspago and still needwfurtherqinvestigation. Significantqchallenges 

for video-based recognitionwstill exist; we listwseveral of themwhere.[16]  

 

(1) The qualitywof video isilow. Usually, videowacquisition occursqoutdoors (or indoors 

butqwith bad conditions for videowcapture) and the subjectsware notwcooperative; hence 

there may be largewillumination and posewvariations in the facewimages. Inwaddition, 

partialwocclusion and disguiseware possible. 

 

(2)Face imageswarewsmall. Again, due to thewacquisitionwconditions, the face 

imageqsizes are smallerw(sometimes muchwsmaller) than thewassumed sizesoin most 



19 

 

still-image-basedwfacewrecognitionwsystems.wSmall-sizewimageswnotwonlywmake 

thewrecognitionwtask morewdifficult, but alsowaffect thewaccuracy of face segmentation, 

as well as the accuratewdetectionwof the fiducial points/landmarkswthat are oftenwneeded 

in recognitionwmethods. 

 

(3) Thewcharacteristicsiof faces/human body parts. During thewpast eight years, 

research on humanwaction/behaviorwrecognition from video has been verywactive and 

fruitful. Generic descriptionwof humanwbehavior not particular to anwindividual is an 

interesting and usefulwconcept. Onewof the mainwreasons forwthe feasibility of 

genericwdescriptions of humanqbehavior is that the intraclass variationswofwhuman 

bodies, and inwparticular faces, is much smallerwthan the difference between thewobjects 

inside andwoutside the class. Forithe sameireason, recognitionwof individuals withinwthe 

classwis difficult. For example, detectingwand localizing faces is typicallywmuch easier 

thanwrecognizing a specificwface. Before wewexamine existingwvideo-based face 

recognitionwalgorithms, we brieflywreview three closely related techniques: face 

segmentationwand posewestimation, facewwtracking, and facewmodeling. 

Thesewtechniques are critical for thewrealization of the full potential ofwvideo-based 

facewrecognition.  

 

(4) Face and Feature Tracking. Afterwfaces are located, the facespand their features can 

be tracked. Facewtracking andwfeature tracking are critical forqreconstructingwa face 

model (depth) andwfeature tracking iswessential for facialwexpression recognition and 

gaze recognition. Tracking also plays a keyqrole inispatiotemporal 

basedwrecognitionqmethods whichwdirectly use the trackingqinformation. In its most 

general form,qtracking is essentially motionqestimation. For images like faces,qsome 

regionsware too smooth to estimateqflowwaccurately, and sometimeswthe changeqin 

localqappearances is too largewto givewreliable flow. Fortunately, these problems 

arewalleviated thanks to face modeling, which exploitsqdomain knowledge. In general, 

trackingqand modelingqare dual processes: trackingqis constrained by a genericw3D 

model or a learnedqstatistical model underqdeformation, and individualwmodels are 

refinedqthrough tracking. Faceqtracking can be roughly divided into threewcategories: 
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(1) Headwtracking, which involves trackingqthe motion of a rigid object that 

isqperforming rotationsqandqtranslations.  

 

(2) Facial featurewtracking, which involvesqtracking non-rigid deformationsqthat are 

limited by theqanatomy of the head, that is, articulatedqmotion due to speech or facial 

expressionswand deformableqmotion due to muscleqcontractions andqrelaxations. 

 

(3)Completewtracking, which involves trackingwboth the headoand the facialwfeatures  

 

2.3.5 Evaluationwof facewrecognition systems.  

 

Given the numerousqtheories and techniquesqthat are applicable to faceqrecognition, it is 

clear thatqevaluation and benchmarkingqof these algorithmsqis crucial. One of the most 

importantqfactsqlearned in these evaluations is that largeqsets of testqimages are essential 

for adequateeevaluation. It is also extremelyiimportant that the samplesibeistatistically as 

similarias possible towthe images that ariseiin the applicationibeing considered. Scoring 

should bewdone in a way that reflectsithe costs of errors inirecognition. In planningian 

evaluation, it is importantito keep in mindithatitheioperation of a patternirecognition 

system is statistical,iwith measurable distributionswofwsuccess and failure. These 

distributionsiare very application-dependenti, and no theoryiseems to exist thatican predict 

them for newiapplications. This stronglyisuggests that anievaluation should be based as 

closely asipossible on a specificiapplication. 

 

2.3.6 Two issues in facewrecognition: Illuminationeand Posepvariation  

 

In this section, we discuss twoiimportantiissues that are related to faceirecognition. 

However, faceirecognition in an uncontrolledienvironment is still veryichallenging. 

Though manyiexisting systems build in some sort ofiperformanceiinvariance by applying 

preprocessingimethods such as histogramiequalization or poseilearning, significant 

illuminationior pose change can cause seriousiperformanceidegradation. In addition, face 

images can be partiallyioccluded, or the system may need toirecognize a personifrom an 
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image in the databaseithat was acquiredisome time ago. These problemsiare unavoidable 

when faceiimages are acquired in an uncontrolled, uncooperativeienvironment, as in 

surveillanceivideo clips. 

 

 The Illumination Problem in Face Recognition 

 

The illumination problem is illustratediin Figure 4, where the sameiface appears different 

due to aqchange inilighting.The changes induced byiillumination are often largerithan the 

differencesibetweeniindividuals,wcausingwsystemswbasedwonwcomparingwimageswto

misclassify input images. 

 

 

 

Figure 2.3.5: In eachwrow, the samepface appears differentlypunder different 

illuminationsp[16] 

 

The Pose Problem in Face Recognition 

 

It is not surprisingithat the performanceiof face recognitionisystems drops significantly 

when large poseivariations areipresent, in the input images. When illuminationivariation is 

also present, theItask of facexrecognition becomes even moreidifficult. Here we focus on 

the out of plane rotationiproblem, since in-planeirotation is a pure 2Diproblemqand can be 

solvedimuch more easily. 
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2.4 Facial recognition’s algorithms 

 

Aftericollecting enoughiimages for the person (Training Set), we can now useioneiof many 

algorithms for training the systemwto learn the face. Like mostwalgorithm inrmachine 

learning, trainingwof systemwmust bercompleted first. There are severalqapproaches 

forqrecognizing a face. Theqalgorithm can useastatistics, try to find a 

patternqwhichprepresents a specificoperson or use a convolutional neural network. These 

differentqapproaches can beoobserved through thewexplanations of differentwalgorithms. 

Some of thepface recognitionpalgorithms are the flowing: 

• Eigenfaces[15]. 

• Fisherfacesw(also referred to as Linear Discriminant Analysis (LDA). [14] 

• Local BinarywPattern (LBP)rhistograms. [7] 

 

2.4.1 Eigenfaces 

 

Eigenfaces [15] is a methodifor performingifacialirecognition based on 

aistatisticaliapproach. The aim of this method is to extract the principalicomponents 

whichiaffect the most the variationiof the images. This is aiholistic approach, the 

treatmentIforepredictingfa face is basedionrthe entireitrainingoset. There is 

noospecificotreatmentpbetween imagesifrom twoudifferent classes.  

 

Awclass representsiaiperson. Pre-processedipictures withigrayscale areorequired for 

trainingitheimachineilearning. Eachipixel of a pictureorepresentsoone dimension, itimeans 

a 96x96ipixelsiimageiis representediintoi96 x 96i=i9216idimensions. Eigenfaces is based 

on PrincipaloComponentoAnalysis (PCA) [10] for reducingotheonumber of 

dimensionswwhile preservingwthe most importantyinformation. The trainingwpart of 

Eigenfaces is to calculatewthe eigenvectorswand the relatedweigenvalueswof the 

covariancewmatrix of theetrainingwset. 

 

Various Steps of implementing Eigenfaces algorithm:- 
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Step 1- Transform images into matrix. 

Eachipixel of aniimageirepresents a number. Thus, we can easilyirepresent them into a 

matrixiNxNiwhere eachiitem of theomatrix is aipixel. Each trainingwimage becomes a 

matrix I (I1, I2,…., Im where m equalsinumber ofiimages) 

 

 

 

Step 2- Adapt the matrix Ii into vector Ti. 

A matrixiis a high-dimensionalispace compared to a vectoriwhich is ailower-dimensional 

space. Therefore, each row of theimatrix Ii (will be concatenatediand then transposedifor 

representingitheivector Ti. 

 

 

 

 

Step 3 - Calculate theiaverage of theivectors Ti. 

 

The sum of each vectorwTi is calculated, and then thewsum iswdivided by the number of 

images m whichwgives the vector Ψ representingwtheiaverage. 
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Step 4 - Subtract theoaverage from the vector Ti. 

Φi = Ti - Ψ 

Each imageirepresented by the vector Ti willisubtract theoaverage of all theopictures. The 

result of the subtractionsois representedoby the vector Φi. 

 

Step 5 - Compute the covariance matrix C. 

  

 

 

Then, the covarianceiis calculatedobased on the Φn. The vectors Φn arewgrouped to 

represent the matrixiA. The covarianceomatrix C is computed by multiplyingothe matrix 

Awwith the transpositionoof the matrix AucalledoAT. The relation between a matrixiA, its 

eigenvectorsoand its eigenvaluesois represented with the formulaobelow: 

𝐴𝑣 = 𝜆𝑣 𝑜𝑟 (𝐴 – 𝜆 𝐼n) 𝑣 = 0 

𝑣 = 𝑒𝑖𝑔𝑒𝑛𝑣𝑒𝑐𝑡𝑜𝑟 

𝜆 = 𝑒𝑖𝑔𝑒𝑛𝑣𝑎𝑙𝑢𝑒 

𝐼n = 𝑖𝑑𝑒𝑛𝑡𝑖𝑡𝑦 𝑚𝑎𝑡𝑟𝑖𝑥 𝑜𝑓 𝐴 

 

First, the eigenvalueswneed to be calculated. Then, the eigenvalueswwill be used for 

computing theweigenvectors. The following formula is used fortobtaining theieigenvalues. 

det( 𝐴 – 𝜆𝐼2) = 0 

 

Step 6 - Calculate the eigenvectorsowith their relatedoeigenvalues. 
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There are two options for computing theoeigenvectors. Either we calculate the eigenvectors 

𝑢i of AAT or theieigenvectors Vi of ATA. These two ways have the sameoeigenvalues, and               

the relation between theoeigenvectors is 𝑢i = 𝐴𝑣i. AATwgives a matrix N2xN2oas a result 

in contrast toqATA which gives a matrix MxM. Most of the time weowould prefer the 

secondoone becauseousually, the numberoof picturesoin the trainingoset is smaller than 

the numberpof pixels. Therefore, it is faster tooaccomplish the calculation. ATAqcan have 

a maximum of Mweigenvalues and eigenvectorspcontrary toqAAT which can reach a 

number of N2weigenvalues andweigenvectors. The M eigenvaluesorepresent the biggest 

eigenvalueswincluded in N2. The eigenvectorso𝑢i need to bewnormalized, and the 

normalizationqhas to equal 1, ∥ 𝑢i ∥ = 1. 

 

Step 7 - K eigenvectors. 

The Moeigenvectors are sorted in descendingworder based on theweigenvalues. Only K 

eigenvectorsoare kept. K is smallerwthan Moand is decidedoby the user of theqalgorithm. 

All the training picturespcan be represented by a combinationoof the Kweigenvectors. 

 

𝐾 = number of eigenvectors 

𝑢j = eigenvectors at the index 𝑗 

Φi = Image 𝑖 - the average 

Each eigenvectorwwhich is also called eigenfacewrepresents a part of eachoimage in the 

trainingwdata. An image can bewdecomposed through eachweigenface. 

 

2.4.2 Fisherfaces 

 

Since Eigenfaces' maximizationoof both in-class andwbetween-classiscatter is undesirable, 

we wish to implementwa method that maximizeswthe scatter betweenwclasses, while 

minimizingwit within a class. This algorithmois a modificationpof Eigenfaces, thus also 

uses Principal ComponentspAnalysis(PCA)[10]. The mainwmodification is that 

Fisherfaces takes intowconsideration classes. As it has been said previously, Eigenfaces 
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doespnot make the differencepbetween two pictures frompdifferent classes during 

theotraining part. Each picture was affected by the total average.  

 

The Fisherfaces[14]oapproach is based onolinear sub-spaces. It also uses 

aeholisticqapproach. If we can train awspecific face using differentwimages of the 

samewface under arbitrarywlightingoconditions, we can extract theounderlying static face 

and represent it as a 3D linearwsubspace, indifferent to lightingwdirections, in a 

Lambertianwsurface. This highlightswone of the most significantwdifferences between the 

Eigenfacesomethod and the Fisherfacesomethod, specifically that theilatter uses awlabeled 

trainingoset in order to gainwa more accuratewclassification. 

 

Since thewtraining set is labeled, we can use class specificolinearomethods to reduce the 

dimensionalitypof the featurewspace. InaFisherspaces, a specific method of LDAw(linear 

discriminantwanalysis) -Fisher's LinearoDiscriminant (FLD) is one of said classospecific 

method, in that it reformsothe scatter in order to make it morepviable foroclassification. 

 

2.4.3 Local Binary Patterns Histograms (LBPH) 

 

LBPH Parameters 

 

The LBPH uses 4 parameters: 

 

Radius:      The radius is used to shape the circular local binary pattern and denotes the   

radius around the central pixel. It is usually set to one (1). 

Neighbors: The number of sample points to shape the circular local binary pattern. Keep 

in mind: the more sample points you include, the greater the computational 

cost. It is usually set to Eight (8). 

Grid X:      The number of cells in the horizontal direction. More the cells, the finer the 

grid, the higher the dimensionality of the ensuing feature vector. It is usually 

set to 8. 

Grid Y:       The number of cells in the vertical direction. More the cells, the finer the grid, 
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the higher the dimensionality of the ensuing feature vector. It is usually set to 

8. 

 

Local Binary Pattern (LPB) 

 

In 2002, Ojala et al. [7] extended their original Local Binary Pattern operator to a spherical 

neighbourhood of diverse radius size. It can also be used to implement the simple rotation-

invariant descriptor. The LBP operator has been protracted to consider diverse 

neighbourhood sizes [8]. For example, the operator LBP4,1 uses only 4 neighbours whereas 

LBP16,2 uses 16 neighbours on a circle of radius 2. The operator LBPP,R refers to a 

neighbourhood size of P equally spaced pixels on a circle of radius R that shapes a 

circularly symmetric neighbour set. 

 

A LBP is named uniform if in the binary pattern there are at most 2 bitwise transitions 

from zero to one, or contrariwise once the bit pattern is traversed circularly. [2] For 

instance, the patterns 000000000 (zero transitions), 011100000 (two transitions), and 

110011110 (two transitions) square measure uniform whereas the patterns 110010010 

(four transitions) and 010100100 (six transitions) are non-uniform. Figure 3.5.4 shows the 

example of the texture primitives. 

 

 
               Spot              Spot/flat           Line end              Edge                Corner  

         

Figure 2.4.3: Above Example shows that Local Binary Pattern can detected Texture 

primitives (white circles signify 1 and black circle’s 0) [9] 

 

 Cascade Classifiers  

Cascade classifier is a sequence of weak classifiers for effective classification of image 
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areas. The weak classifier is intended to choice the single Local Binary Pattern histogram 

bin which best splits the positive and negative samples. Similar to [1], a weak classifier 

hj(x) contains feature ( fj ) which relates to each Local Binary Pattern histogram bin, a 

threshold θj and a parity pj representing the direction of the inequality sign [9]: 

  

                                          Hi(x) = 1 if pjfj(x) < pj θj 

                                                                  Hi(x) = 0 otherwise 

 

Found weak classifiers are used to compose a strong classifier. Figure 3.5 shows how the 

weak classifier works.  

 

 

Figure 2.4.4: Cascade Classifier Concept [10] 
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Chapter 3 

 

System Development 

 

3.1 Mobile Operating System 

 

Android 

Android is a powerful open source Operating System based on Linux. It is used in cell 

phones such as tablet computers and smartphones. Android was created by the Open 

Handset Alliance, and afterward, drove by Google, and different organizations. 

 

Why Android? 

 

 

                          Figure 3.1: Advantages of using Android. [13] 
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3.2 Programming Environment 

 

3.2.1 Java 

Java is an exceptionally famous programming language created by Sun Microsystems 

(now owned by Oracle). C and C++ programming language are developed a long 

before java, Java consolidates a significant number of the intense features of those 

dominant languages whereas addressing some of their flaws 

 

Some important features of Java are: 

 

• Learning and understanding Java is easy. 

• Java is designed to be platform independent and protected, utilizing virtual 

machines. 

• Java is object-oriented. 

Android depends extremely on Java basics. The Android SDK contains numerous 

standard Java libraries like graphics libraries, data structure libraries networking 

libraries, math libraries. Android studio also includes special Android libraries that 

helps developer to create amazing Android applications. 

 

3.2.2 XML Language 

 

XML full form is Extensible Markup Language. XML is a markup language just 

like HTML which is used to define data. XML is understandable both by human and 

machine and it is scalable and easy to develop. XML tags are not predefined in XML, 

therefore we have to define our own Tags .In Android XML, is used for making our layouts 

because it is a lightweight language which does not make our layout heavy. 
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3.3.3 Android Studio 

 

Android Studio offers the quickest tools for the construction of application on every type 

of Android gadget. Android Studio is the integrated development environment (IDE) for 

Google's Android operating system constructed on Jet Brains' IntelliJ IDEA software and 

deliberately design for Android development. Android studio is easily obtainable for 

download. You can download android studio on Linux, Mac OS, and Windows-based OS. 

It is a substitute for the Eclipse Android Development Tools (ADT) as the main IDE for 

local Android application development. 

 

3.3.4 Open CV Library 

 

Open CV (Open Source Computer Vision) is a free graphics library generally targeted the 

real-time computer vision. Open CV was developed by Intel to process images. Open CV 

was destined for image processing as it is pre-loaded with many functions and many 

algorithms. As Open CV is pre-loaded with these functions and algorithms it helps 

researchers to solve the vision-related problems. Open CV provides applications that will 

assist in the training of cascade classifier. We have use the open CV 2.4.10 for developing 

our application. 

 

3.3.5 Open CV Android 

 

Open CV begins helping android in Early 2010. Since at that point the OpenCV4 Android 

is being created to boost the advancement of Open CV for Android. "OpenCV4Android is 

the formal title of the Android port of the Open CV library" (Open CV Dev Group, 2013). 

Most Open CV usefulness is ported to Java API, which implies the API isn’t, 

however, develop driving to some need of capacities that are accessible within 

the full adaptation. OpenCv4 Android is accessible as an SDK with a set of tests and 

Javadoc documentation for Open CV Java API. It too contains pre-built apk-files, 
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which you'll run on your gadget right away. Open CV offers a set of tests for 

Android engineers. These tests appear how Open CV can be utilized from Java 

and local level of Android. 

 

3.3 Proposed Model 

 

Face recognition model which propose for the detection and recognition of the student 

faces for marking their attendance. The main modules used are: 

 

1) Dataset Generation form training: 

 

This is first stage in which face dataset of the user is created, in which 10-20 

images of each user are taken and the features used are user ID and username.  

 

2) Face Detection  

 

For the face detection LBP-based face detector is used [2]. 

 

3) Pre-processing:  

 

Steps involve in pre-processing are:  

a) Resizing: Face is resized to a fixed pixel resolution after the face is detected 

b) Cropping: Background is removed from the image. 

c) Grayscale Conversion: The conversion of a colour image into a grayscale 

image  

 

4) Feature Extraction and Recognition 

 

   Histogram principle based algorithm is used for feature extraction and 

recognition.[2][3] The simple LBPH algorithm is selected for correct real-time 

processing of data as it is computational complexity is less and is more effective 
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compared to the other face recognition algorithms. 

                      

                           

 

 

3.4 Image Acquisition 

 

 Face recognition technology can be obtain from almost any camera or video system that 

creates the image of ample quality and determination. We are using our mobile phones 

(Motorola G4 plus & Samsung Galaxy J7) powered by android for the image acquisition  

 

3.5 Face Detection 

 

Face detection has been enhanced as far as speed with the application of Haar-features with 

the involvement of the Viola-Jones [1] object detection method. One of the key 

confinements in early boosting-based methodologies is the strength to brightening and 

incomplete impediment of the face. To adapt to these restrictions, we propose to utilize 
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Local Binary Pattern (LBP) features to detect the face on our android application. 

 

 The simple plan of the ZLBP-based face detection is comparable to the Haar-based 

one, however, it uses histograms of picture for intensity comparisons, like boundaries, 

angles, and plane regions [4]. The Haar-based classifier was terribly slow to observe the 

face within the frame. First the face image is distributed into smaller regions from that the 

Local Binary Pattern (LBP) [6, 7] area unit taken out and concatenated into one 

feature histogram expeditiously expressing the face in the image. The textures in the facial 

areas are domestically converted by the LBP patterns whereas the full form of the face is 

recuperated by the development of the face feature histogram.  

 

Steps for face Detection: 

 

Step 1: Load the LBP cascade 

 

Step 2: Instantiate the Open CV Cascade Classifier 

 

Step 3: For each video frame received, call the cascade classifier 

 

 

Explanation of Code: 

 

1: It loads the native Open CV library to use Java API. An instance of Cascade Classifier 

is created, transient it the forename of the file from where the classifier is loaded. 

2: Detect Multi-Scale technique is employed on the classifier fleeting it the given picture 

and MatOfRect object. 

3: MatOfRect is accountable to do face detections after processing. 

4: The method is rehashed for doing all the face location and marks the picture with rectangles 

and at the end, the picture is saved as an output.png record 

The Detect Multi-Scale function spots objects of diverse sizes in the input image. The 

detected objects are given back as a list of rectangles. The parameters are:  
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• Image: Matrix of the sortaCV_8U holding a picture where objects are discovered. 

• Objects: Vector of rectangles where every rectangle comprises of the detected object.  

• Scale Factor: This Parameter insists to which extent the image size is reducedaat each 

image scale.  

• Min Neighbours: This parameter insists on what percentage neighbours every candidate 

rectangle ought to be needed to keep it.  

• Flags: The Constraint with the identical sense for an old cascade as in the sense CV Haar 

Detect Objects.  

 • Min Size: Minimum probable object size and objects lesser than that are ignored. 

 • Max Size: Maximum probable object size and objects greater than that are ignored                                                 

 

  

                           

 

 

 

 

3.4.1 Local Binary Patterns applied to Face Detection 

 

 

 

 

Figure 3.5.1: Working of face detector. [9] 

 

 

 

 

Different object Size   

Different Location 

Cascade Stages 

Weak Classifier 

LBP Features  
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3.5.1 LBP Detection Algorithm 

 

The algorithm used could be a variant of the cascade rule introduced by Viola and Jones 

[1] and uses LBP options rather than Haar-like options so as to own quicker process and 

boosted classifiers. The LBP rule slides its process window over the item image for 

evaluating the serial stages of the cascade rule by marking their options. Every feature 

is represented by three × three neighbours’ rectangular areas. 

 

The value of every feature is calculated by examination the central space with 

the neighbour space around it (8 neighbours). The result's within the sort of associate 

degree 8-bit binary price referred to as LBP. Variety of options represent the stage of 

cascade rule. Every feature has positive and negative weights related to it. For the 

case wherever the feature is inconsistence with the item to be detected, the positive weight 

is extra to the total. For the case wherever the feature is inconsistent with the item, the 

negative value is added to the sum. The sum is then matched to the threshold of the stage. 

  

If the sum is less than threshold, the stage fails and therefore the cascade shut down early, 

and, thus, the process window moves to the successive window. If the total is higher 

than the threshold, successive stage of the cascade is tried. In general, if no stage rejects a 

candidate window, it is assumed that the item has been detected. 

 

In order to avoid the redundancy of computing the integral of rectangles, the 

integral pictures are calculated to speed up the calculation of the feature Figure 3.5.2 shows 

the Face Detection of a Student in a classroom when we took the photo of the students. A 

green rectangular frame appear in the face of the students. 
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Figure 3.5.2: Green rectangular frame on the detected faces. 

 

3.6 Face Pre-Processing 

 

Face pre-processing is used after detecting a face in the frame, as face is detected in 

figure3.5.2 now the face which is inside the green rectangle is processed. Face recognition 

is prone to changes in lighting situations, face alignment, and face appearance, so it is 

supreme to reduce these changes as much as possible. There are several methods to 

eradicate those issues. (Baggio, et al., 2012)[4]: 

 

Geometrical cropping: These functions modify the geometry of a picture by resizing or 

cropping the image. Figure 3.6.1 shows the cropped image which is detected in figure 3.5.2. 

 

 

Figure 3.6.1: Cropped image of face detected. 

 

Grayscale: An image may be delineated in grayscale. Every pixel of an image in a 

very grayscale is delineated by variety from zero to 255 that corresponds to an intensity 



38 

 

of grey of the pixel. This range is holding on in one computer memory 

unit. Zero represents the colour black and 255 is white. As it is going to be shown, 

grayscale is usually employed in computer vision and makes treatment 

of pictures easier once color isn't essential. Figure 3.6.2 shows the gray scale of the figure 

3.6.1.  

 

Figure 3.6.2: Gray scaled image of cropped image 

 

3.7 Face Recognition using Local Binary Pattern Histogram    

 

The face recognition systems operate basically in two modes: 

 

Verification or authentication of a facial image: Compares the given facial picture with 

the facial picture identified with the client which is requiring the confirmation. It is a 1x1 

comparison. 

 

Identification or facial recognition: Compares the given facial picture with all facial 

picture from a dataset with the objective to discover the client that matches that face. It is 

a 1xN comparison. 

 

3.7.1 Working of Local Binary Pattern Histogram: 

 

 LBP basically recapitulate the local structure in an image by matching each pixel with its 

neighbourhood. Take a pixel as center and threshold its neighbours against. In Feature-

based Approach, local features on the face such as eyes and nose are detected and based 

upon which recognition is performed. The main idea is to divide the LBP image into local 

regions and extract a histogram from each. These histograms are called Local Binary 
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Patterns Histograms [11]. 

 

 1. Present new image to the recognizer.  

2. The recognizer creates a histogram for that new image.  

3. The new histogram is compared with the histogram it already has.  

4. Finally, it detects the best match and returns the student name associated with that best 

match. [12] 

 

 

3.7.2 Employing the LBP operation:  

 

The initial calculative step of the LBPH is to generate the intermediary image that defines 

the original image in an enhanced way, by underlining the facial features.  

 

 

 

 

 

 

                                        3*3 Pixels                  Threshold 90              Binary           Decimal 

                                                                                                              10001101         141 

                  Figure 3.7.2: Operation of local binary pattern histogram. 

 

Based on the above figure 3.7.2, let’s break it into several steps so that we can fathom it 

easily: 

 

1)  Assume that we have a facial image in grayscale. 

2)  We can get the part of this facial picture as a window of 3x3 pixels. 

3)   It can also be represented as a 3x3 matrix containing the intensity of each pixel (0~255). 

4)  Then, we need to take the central value of the matrix to be used as the threshold. 

5)  This value will be used to define the new values from the 8 neighbors. 
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6)  For each neighbor of the central value (threshold), we set a new binary value. We set 1 

for values equal or higher than the threshold and 0 for values lower than the threshold. 

7)  Now, the matrix will contain only binary values (ignoring the central value). We need 

to concatenate each binary value from each position from the matrix line by line into a 

new binary value (e.g. 10001101).  

8)   Then, we convert this binary value to a decimal value and then set it to the central value 

of the matrix, which is actually a pixel from the original picture. 

 

9)  At the end of LBP procedure, we have a new image which represents the better 

characteristics of the original image. 

 

3.7.3 Extracting the Histograms:  

 

Now, using the facial picture generated in the last step, we can use the Grid X and Grid 

Y parameters to divide the image into multiple grids. 

 

 

s                           

Figure 3.7.3: Histogram of the gray scaled image. 

                                        

 We can extract the histogram of each region of the figure: 3.7.1 as follows: 

 

1)  As we have a facial image in grayscale, each histogram (from each grid) will contain 

only 256 positions (0~255) representing the occurrences of each pixel intensity. 

2) Then, we need to focus each histogram so that we can create a new histogram. Supposing 

we’ve 8x8 grids, we will have 8x8x256=16.384 positions in the final histogram. The 

final histogram represents the better characteristics of the initial image. 
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3.7.4 Performing the face recognition: 

  

In this step, the algorithm is already trained. Each histogram created is used to represent 

each image from the training dataset. So, given an input picture, we perform the steps again 

for this new image and creates a histogram of this image. 

 

1)  So to find the image that matches the given image. We just have to compare two 

histograms and return the face with the closest histogram. 

2)  We can use several methods to compare the two histograms (calculate the distance 

between two histograms), for example: Euclidean distance, chi-square, absolute 

value, etc.  

3)   So the algorithm output is the ID from the image with the closest histogram. The 

algorithm should also return the calculated distance, which can be used as a 

‘confidence’ measurement, Lower confidences are superior because it means the 

distance between the two histograms is closer. 

4)   We can then use a threshold and the ‘confidence’ to automatically estimate if the 

algorithm has correctly recognized the image. We can assume that the algorithm has 

successfully recognized the face if the confidence is lower than the threshold defined. 
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3.8 System Design for E- Notifier: 

 

The system design can be remarkably expounded from the below Use Case diagrams:  

 

To show the user’s involvement with the system the best way is to represent it in a use case 

diagram   

 

In this application there are two forms of users: User and admin. Figure 3.8.1and Figure 

3.8.2 depicts their use case diagram 

 

 

Figure3.8.1 Use Case Diagram of the User. 

 

The Figure 3.8.1 shows what student can do with this application. After login in the 

application user can outlook the notices, and note and delete note and can search for 

specific notices. 

 

 



43 

 

 

Figure 3.8.2 Use Case Diagram of the Admin. 

 

Figure 3.8.2 depicts the privileges of admin. After Login in the application admin can post 

the notice in addition to viewing it. Admin can also post images as the notices. Images are 

chosen from the gallery. Admin can also send the pdf attachments. 

 

3.9 User Interface Design 

 

Design of application with which the user interacts is called the user interface design. User 

Interface Design should be design in such a way that it becomes easy and simple for the 

user to use. Besides that it should have simple feel and look.  

 

Figure 3.7.2   the first page which is presented to the user. In order to access the notices 

user has to enter his username and password in the login page. First page contain three 

buttons, login, register and forget password. Figure 3.7.3 the registration page where the 

user get registered with the servers of this application. 
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         Figure 3.9.1: Registration Page                                   Figure 3.9.2: Login Page  

                        of E-Notifier                                                          of E-Notifier. 

 

 

 

Figure 3.9.3: First Page of E-Notifier. 
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Chapter 4 

 

Performance Analysis 

 

4.1 Training Activity 

 

 Local Binary Pattern algorithm is used train the system after taking the image of the faces.  

XML file is created which contains the data about the face when you train the system. This 

process is known as the trained classifier. Detection of the face, training the system and the 

processing of the image are done in the training activity of the application. 

  

 

 

 

 

 

Figure 4.1.1: shows how to train the application. 

 

   

Figure 4.1.2: Entering the name of student. 

Enter the 
name of 
student 

Capture 
the Image  

Store the 
image along 

with the name 
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Figure 4.1.3 Shows the process of capturing of the face after clicking on the capture 

button. Capturing the face which is inside green Rectangle. 

 

 

 

  

Figure 4.1.3: Capturing the face which is inside green rectangle. 
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Figure 4.1.4 Shows that the face is captured which is inside the green rectangle and the 

image is stored. 

 

 

 

 

Figure 4.1.4: Image inside green rectangle is captured and stored. 
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Generation of Test Image’s for the training the system. 

 

    

 

    

 

    

 

    

 

Figure 4.1.5: Training the System with the test image. 
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4.2 Recognizing Faces  

 

Once the training of the system is done, the testing of the system can be done through the 

recognize activity. Whenever the face is detected it is firstly converted into a vector symbol 

from 2D to ID. The detected face is taken as an input for the Boolean function. Being a 

Boolean function it returns a true whenever a face gets a close match else false is returned. 

Further when a close match is found the identity of the person is extracted via the recognize 

function. 

 

 

 

Figure 4.2.1: Landing Page of face recognition application 
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Figure 4.2.2 shows the face recognition of two students when they are looking in the 

camera and when they are not looking into the camera. 

 

 

 

                         Figure 4.2.2: Face Recognition of two Students. 

 

Successfully detected and recognize the faces of two students. 
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Figure 4.2.3 shows the face recognition of three students when all of them are in a single 

row (Front row) and when they are in different row (two at front and one at second row). 

 

 

 

Figure 4.2.3: Face Recognition of Three Students. 

 

Successfully detected and recognize the faces of three students.  
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Figure 4.2.4 shows the face recognition of four students when all of them are in a single 

row (Front row) and when they are in different row (two at front and two at second row) 

but under different lighting conditions. 

 

 

 

Figure 4.2.4: Face Recognition of four Students. 

 

Successfully detected and recognize the faces of four students.  
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Figure 4.2.5 and Figure 4.2.6 shows the face recognition of five students and seven students 

when few seats are vacant (in front and second row) and when all seats are occupied vacant 

(in front and second row). 

 

Figure 4.2.5: Face Recognition of five Students. 

 

Figure 4.2.6: Face Recognition of Seven Students. 

 

Successfully detected and recognize the faces of five and seven students.  
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Figure 4.2.7: shows the Marking of attendance and reviewing it. 
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Table 4.2 shows the number of face detected and recognized ant their detection and 

recognition rate. 

No. of students No of face 

detected 

Detection Rate No. of face 

Recognize 

Recognition 

rate 

1 1 100% 1 100% 

2 2 100% 2 100% 

3 3 100% 3 100% 

4 4 100% 4 100% 

5 5 100% 5 100% 

6 6 100% 6 100% 

7 7 100% 7 100% 

 

Table 4.2 No of face detected and recognized. 

 

4.3 Drawbacks: 

 

Figure 4.3.1 shows how application is unable to detect and recognise if the student face is 

not in the frame, as he face is facing downward hence unable to mak his attendance 

 

Figure 4.3.1: Unable to detect and recognize 
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Figure 4.3.2 shows how application is unable to detect and recognise if the student face is 

not completely in the frame,hence unable to mak his attendance 

 

 

 

 

                                        Figure 4.3.2: Unable to detect and recognize 
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Figure 4.3.3 shows how application is unable to detect and recognise if the student face is  

completely in the frame but is far fom the camera limits,hence unable to mak his attendance 

 

 

Figure 4.3.3: Unable to detect and recognize 
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Chapter 5 

 

Conclusion 

 

5.1 Conclusions 

 

In this project, we studiedwvarious algorithmswfor the implemention of facewrecognition 

system in mobilewphones. Eigenfaceswmachine-learning algorithmewas the engine of 

training theesystem after applyingesome filters on theeimage. Furthermore, theeEigenfaces 

algorithmeallows theeapplication to recognizeethe face realtime. Eigenfaces was notwvery 

sensitive to a changewin the number of subjectswduring the firstqphase, however, an 

increaseein size of the trainingeset helped the algorithmeto correct its wrongeprediction. 

An increaseein the dataeset did notehelp to recognizeemore subjects, but it turned 

correctepredictions intoewrong ones. Eigenface was noteaccurate in theesecond phase.   

 

Fisherfaceswhad better results in the firstwphase with a largereamount of data. However, 

its behaviorewas different in the second phase. Sometimesewith 20epictures, theoresults 

wereobetter, but with 40epictures the resultsewere the same oreworse. Thisealgorithm was 

most of the time theeworst in theetwo phases. It alsoehad a very loweaccuracy in 

theesecond phase. 

 

A faceeis detectedeusing the Localebinary pattern cascadeeclassifier. Afterwtesting the 

Haar-like cascadewclassifier, the speed of theedetection was very loweas compared to LBP 

that ealways had atemost 96 %ein the firstephase and is comparatively better algorithm. In 

theesecond phase, this algorithmehad a consequentedrop in its accuracyecompared to the 

firstephase. An increaseein the number ofesubjects dramaticallyechanged itseprediction. In 

eachephase, an increaseein the trainingedata had a positiveeeffect or noeeffect. 
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We have identified various issues in our face recognition systems:-  

 IlluminationwProblem: - The illuminationwproblem is that where the samewface   

appearswdifferent due to a change inelighting. The changes induced by 

illuminationare often larger than the differencesebetween individuals, causing 

systems based onecomparing images toemisclassify inputeimages. 

 

 The Pose Problem in FaceeRecognition: - It is notwsurprising that theeperformance 

of facewrecognition systemswdrops significantly when large posewvariations are 

present in the inputwimages. When illuminationwvariation is alsoepresent, the task 

of facewrecognition becomesweven moreedifficult. Here we focuswon the out-of-

plane rotationwproblem, since in-planewrotation is a pure 2Deproblem andecan be 

solvedwmuch moreeeasily. 

 

 Distance Problem: - Our face recognition system fails if the distance between the 

camera and the face exceeds more than 3 meters. 

 

 Camera Problem: - Resolution of a camera plays a very important role in 

recognizing the image. Better the camera, more accurately it will recognize the face. 

For example, we have tested our face recognition system with two phones and we 

have found that the phone with high resolution camera does the better than the 

other.  

 

 Number of people: - Our face recognition system is limited to only 7-8 people at a 

time. If this number exceeds, our system fails to recognize. 

 

5.2 Future Scope 

As part of the futurewwork, we would like toedevelop an applicationwthat would allowethe 

userwto add or delete faceeclasses in theqtraining set. This would givequsers theefreedom 

to defineitheir own user groupserather than a pre-definedoset on the server. We wouldialso 

like to explore betterialgorithms for faceidetection and faceirecognition to increase the 

number of student to be detected and recognize. 
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