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Chapter 1: Introduction

This research paper describes digital image processing-based techniques for detecting and

classifying leaf diseases in a variety of agricultural plants. This helps in the development

of various disease management measures that benefit agriculture. Automatic disease

diagnosis and analysis is based on that particular symptom, and cost concentration is

very beneficial to farmers. Early detection of illness is a serious concern in agricultural

research. Plant diseases are caused by organisms such as fungi, bacteria, and viruses, so it

is important to improve the appropriate approach in a particular area. All of these studies

are aimed at detecting and classifying plant lesions as soon as possible.

This computerised reasoning condition to a great extent relies upon the capacities of AI

for empowering innovative arrangements with intellectual characteristics. The essential

objective of computerised reasoning spotlights on decreasing human mistakes while

guaranteeing quicker tasks. Hence, you can plainly see how both AI and blockchain

expect to make processes quicker. Utilising the two of them together certainly presents

some intriguing possibilities for growing the utilizations of blockchain across different

areas.

Machine Learning has as of late empowered enormous advances in artificial intelligence

however these outcomes can be exceptionally unified. The huge datasets required are for

the most part restrictive; forecasts are frequently sold on a for each inquiry premise; and

distributed models can immediately become out of date without work to procure more

information and keep up with them To address centralization in AI, systems to share

machine learning models on a public blockchain while keeping the models allowed to use

for deduction have been proposed. One model is Decentralised and Collaborative. For

instance, Machine learning on Blockchain from Microsoft Research. The work centres

around the depiction of a few potential impetus systems to urge members to add

information to prepare a model.



Chapter 1.2: Problem Statement

Agriculture is a significant part of the Indian economy. The Indian agriculture sector employs
about half of the country's workers. India is known as the world's largest democracy. Pulses, rice,
wheat, spices, and spice products are produced in significant quantities. Farmer's economic
development depends on the quality of the items they produce, which is dependent on plant
growth and development. As a result, in the sphere of agriculture, disease detection in plants plays
an important role. a supporting role Plants are particularly susceptible to illnesses that disrupt
their growth, which can lead to death. This, in turn, has an impact on the farmer's ecology. Use
this method to detect a plant disease at an early stage. It is advantageous to use an automatic
illness detection technique. Plant diseases manifest themselves in various areas of the plant, such
as the leaves. It takes a long time to manually detect plant illness using leaf photos. As a result,
computer approaches must be developed to automate the process of disease identification and
categorization using leaf photos.

Plant disease detection is still a work in progress research topic, despite the challenges described
in the problem statement. Over the years, various ways have been offered. Using pathogen
vectors, a strategy of detecting and distinguishing plant diseases can be achieved in traditional
systems. Algorithms for machines This approach has been used to diagnose sugar beet illnesses,
with classification accuracy ranging from 65 percent to 90 percent depending on the kind and
stage of the disease. Plant disease classification was performed with Kmeans as a clustering
algorithm, again employing a leaf-based approach and using ANN as an automatic detection tool.
ANN consists of ten hidden layers. With the example of a healthy leaf, the number of outings is 6,
which is the number of classes represented by five disorders.



Chapter 2: Literature Survey

Image processing techniques have been used in a variety of fields in recent years,

including automation, medicine, and so on. Image processing systems necessitate the use

of a camera, a computer, and the necessary software. Image acquisition, pre-processing,

segmentation, feature extraction, and classification are all steps in plant disease detection.

On reviewing various research papers. We observed that some of the models mentioned in

the research paper were similar as we can see from [1] that the approach was similar to

our model but with indifference of efficiency which made the model to calculate.

Many segments showed us that even using the similar models the efficiency couldn't go

up the scale to be defined as unique. To compare to that literature we have generated an

easy to approach model with classic UI gestures to emphasise our finding and make it

easier to work with.



Table: Consisting about various findings from different research report

No. Reference Titles Algorithm/Techniques Significance Measuring

1 Plant infection
detection using
image
processing

Real-Time Detection
of Apple Leaf
Diseases Using
Deep Learning
Approach Based on
Improved
Convolutional Neural
Networks

data
augmentation
and image
annotation
technologies

2 Plant Detection
Using Various
Algorithms

disease detection
model that uses
deep-CNNs is
proposed by
introducing the
GoogLeNet Inception
structure and Rainbow
concatenation.

Detecting
accuracy and
precission

3 An open access
repository of
images on plant
health to enable
the development
of mobile
disease
diagnostics

crucial role is played
by the image
processing
in detection of plant
disease

K-means
clustering
algorithm and
classification
technique
such as
Artificial
neural
network (feed
forward back
propagation)

Accuracy
and
precision

4.



Chapter 3: System Development

○ Deep learning model :

Using the score we add the model to the blockchain and reward the maker.

Here we store the model , layers and hyper parameters used to train the

model. For every better score the transaction takes place .

Here one can use a pre-trained model such as Resnet and customise it to

get better accuracy.

Fig. Basic Block diagram of Image Processing



● Image Acquisition

The first step in acquiring images is to take pictures of the leaves with a

smartphone or digital camera. The route is used to load the saved leaf

images from the database. The images of the leaf samples are shown in

Figure

● Image Pre-processing

Pre-processing improves image quality by removing unwanted

distortions. Here, the image is cropped to the region of interest

(ROI), image smoothing and contrast enhancement are performed.

Figure 3 shows the photo after editing.

● Image Segmentation

Image segmentation is a technique for separating an image into

sub-images. To partition and reassemble the image, we employ the

Kmean segmentation technique, which involves colour estimation.

We do not consider green leaves because they are common. For

feature extraction, we chose a cluster image that shows an affected

area. The fractional images of leaves seen below.

● Feature Extraction

Feature extraction refers to the part of the image that is interesting

and from which the required information is retrieved. The area of

interest (ROI) will be smaller than it was in the original

photograph. One of the most effective texture analysis approaches

is the grayscale co-occurrence matrix (GLCM). It estimates the

image's characteristics using quadratic statistical approaches.

GLCM calculates pixels in the image that have a specified intensity

where the grey value appears. The total number of occurrences of a

pixel of a specific intensity in the spatial domain will be the



outcome. The amount of grey levels will determine the size of the

GLCM.

● Image Classification

Fungi, bacteria, and viruses cause diseased leaves. The insect can

also harm leaves, resulting in leaf spot disease. Depending on the

stage and organism involved, infected leaf portions will vary in

size and colour. Spots will be seen in a variety of colours, including

yellow, brown, beige, and black. The disease was classified using

textural information from the GLCM. The disease is divided into

three categories: anthracnose, Cercospora leaf spot, and Bacterial

blight.

We used following pre-trained models for simulation and one CNN model

acting as Mother Block :

■ Resnet50

ResNet-50 is nothing but a convolutional Neural Network model .

ResNet-50  is 50 layers deep. In this you can load a pre trained

version of the network which is trained on more than a million

images from the ImageNet .(a dataset that has 100,000+ images

across 200 different classes)



● VGG16

It is a type of convolutional neural network model. This model

achieves around 92.7% top-5 test accuracy in ImageNet. VGG-16

is 16 layers deep. You can load a pre-trained version of the network

trained on more than a million images from the ImageNet.

■ VGG19

It is also a convolutional neural network model that is 19 layers

deep (16 convolution layers, 3 Fully connected layers, 5 MaxPool

layers and 1 SoftMax layer).

■ Resnet34

It is a convolutional neural network model. Resnet34 is a 34 layer

convolutional neural network. Resnet34 can be utilised as a state

of the art image classification model. This is a model that has been

pre-trained on the ImageNet dataset.

■ DenseNet121

It is a convolutional Neural Network model which connects each

layer to every other layer in a feed-forward fashion. DenseNets

have various compelling advantages like they can alleviate the

vanishing-gradient problem they can also strengthen feature

propagation and not only this they also encourage feature reuse

and last but not least substantially reduce the number of parameter



3.1 Development

For the application we made a web application using the deep learning model we created

and saving the model in the model section in our web application.

With regular auto updation in a server we can always get a new best model in regular

intervals from the blockchain .

The web application is made using HTML, CSS , Javascript for frontend and Flask for

server side.

I have used fastai which is built on top of Pytorch. Dataset consists of 38 disease classes

from PlantVillage dataset and 1 background class from Stanford’s open dataset of

background images DAGS. 80% of the dataset is used for training and 20% for

validation.

3.2 Frontend:

For different users to make it easier for them to work easily and utilise the model more

efficiently. The front end was made in a simpler UI. The simple UI will help in

conversing with algorithms to opt the desired results.

FRONTEND

HTML For basic layout and functions

CSS For styling and improving UI

JAVASCRIPT For dynamic styling and recalling
attributes



The frontend uses basic knowledge of HTML , Javascript and CSS

● We have created button and applied an animation for the button

● We created and applied icon for the page

● We applied CSS and the interface of the form.

● Created the basic interface of the page using HTML

3.3 Backend:

BACKEND

JAVASCRIPT Create forms and linking the frontend to
backend

FLASK Library used for creating the UI

The backend was created using basic knowledge of Javascript and Flask

● We created the synchronisation between Flask (which used the model to provide

output) , Javascript ( which supported the interface between frontend and backend).

● Created form’s backend using javascript and simple error popup system.

● Provided the incoming of image and display of result after going through the model

which was trained previously.

● Upload of the image as file.



The following image is a snippet of our front end code which shows the front end of the

title page which will then lead to further processing. This was developed using HTML

and Javascript and styled using CSS.

Fig2. Depicting the Front end



3.4 Dataset

Mobile phones or digital cameras are used to take images of infected leaves of different
plants. Image processing techniques are applied on those images to get useful features for
analysing. The various steps involved are shown in the figures.

The data used in the model for developing our Machine Learning model is a Dataset by
SP Mohanty for plant diseases [4] was used . It is a public dataset of 54306 images for 14
crop species and for 26 diseases . The dataset consists of colour ,grayscale and segmented
images of the data . The image is resized to  256 × 256 pixels consisting of only one leaf.

The data records contain 54,309 images. The images span 14 crop species: Apple,
Blueberry, Cherry, Corn, Grape, Orange, Peach, Bell Pepper, Potato, Raspberry, Soybean,
Squash, Strawberry, Tomato. In containers images of 17 fungal diseases, 4 bacterial
diseases, 2 mould (oomycete) diseases, 2 viral diseases, and 1 disease caused by a mite.
12 crop species also have images of healthy leaves that are not visibly affected by a
disease. Table 1 summarises the dataset. The data records are available through the
website www.plantvillage.org. A file mapping each the URL of each image to the
classification has been deposited at.



Table.: List of crops and their disease status currently in the PlantVillage

Name Fungi Bacteria Mould Virus Mite Healthy

Apple
(3172)

Gymnospo
rangium
juniperi
virginianae
(276)
Venturia
inaequalis
(630)
Botryosph
aeria
obtusa
(621)

(1645)

Blueberry (1502)

Cherry
(1996)

Podosphae
ra spp
(1052)

(854)

Corn
(3852)

Cercospora
zeae
maydis
(513)
Puccinia
sorghi
(1192)
Exserohilu
m
turcicum
(985)

(1162)

Grape
(4063)

Guignardia
bidwellii
(1180)
Phaeomoni
ella-- spp.
(1384)
Pseudocerc
ospor a
vitis
(1076)

(423)

Orange
(5507)

Candidatus
Liberibacte
r (5507)



Peach
(2657)

Xanthomo
nas
campestris
(2291)

(360)

Bell
Pepper
(2475)

Xanthomo
nas
campestris
(997)

(1478)

Potato
(2152)

Alternaria
solani
(1000)

Phytophth
ora
Infestans
(1000)

(152)

Raspberry
(371)

(371)

Soybean
(5090)

(5090)

Squash
(1835)

Erysiphe
cichoracea
rum /
Sphaerothe
ca
fuliginea
(1835)

Strawberr
y (1565)

Diplocarpo
n earliana
(1109)

(456)

Tomato
(18,162)

Alternaria
solani
(1000)
Septoria
lycopersici
(1771)
Corynespo
ra
cassiicola
(1404)
Fulvia
fulva (952)

Xanthomo
nas
campestris
pv.
Vesicatoria
(2127)

Phytophth
ora
Infestans
(1910)

Tomato
Yellow
Leaf Curl
Virus
(5357)
Tomato
Mosaic
Virus
(373)

Tetranychu
s urticae
(1676)

(1592)



The data is classified into following categories :

Fig3. Classification of the figures



Which can be sorted according to plant:

Fig5. Different spot diseases found in vegetation



Chapter 4: PERFORMANCE ANALYSIS

4.1 Accuracy For Machine learning :
● Decision Tree Classifier : 92.98%

● Logistic Regression Classifier : 95.9%

● Random Forest Classifier : 96.49%

● Gaussian Naive Bayesian: 92.98%

● Support Vector Classifier : 97.08%

● Nearest Neighbours Classifier: 95.9%

4.2 Accuracy For Deep learning:
● Resnet50 :

Accuracy = 89.16%

F1 Score = 0.8845819234848022

Confusion Matrix =

Fig6. Resnet50

● VGG16 :

Accuracy = 92.61%

F1 Score = 0.9922231435775757

Confusion Matrix =



Fig7 VGG16

● VGG19 :

Accuracy = 92.05%

F1 Score = 0.9936198592185974

Confusion matrix =

Fig8 VGG19

● InceptionV3 :

Accuracy = 91.62%

F1 Score =0.9164

Confusion matrix=



Fig9. Inception V3

● DenseNet121 :

Accuracy = 91.15%

F1 Score = 0.9151003360748291

Confusion Matrix =

Fig10. DenseNet121

Adding model in blockchain:
Randomly adding best model to blockchain:

● Custom model using LeNet algorithm:

Accuracy = 94%
F1 Score =0.94



Fig11.Total Classification of dataset

Fig12. Final accuracy



Chapter 5: CONCLUSION

This documentation provides a clear statement that the main goal of the proposed work is
to identify the disease. To identify leaf diseases, various segmentation techniques were
employed. The subgrouping and classification of foliar diseases was developed using
image thresholds, K-means clustering, and neural networks (NN). Different algorithms
have been tested on the various effects of plant diseases. With experimental results
significantly supporting accurate results in less than computation time, this is the neural
network that provides the best accuracy results when compared to other networks. The
model was able to confirm the disease's identity. The diagnosis is straightforward.
Diseases were found in some cases in key plots maintained by experimental research
stations to identify disease presence in a given area. The specialist made the diagnosis in
these cases once more. We keep all images in PlantVillage's database using expert
diagnostics. The database only contains professionally defined sheets.

Our model made use of various algorithms which eventually gave us satisfactory results
through its efficiency. This efficiency was achieved by testing and training our model
which was done through the database we found. The model made use of several different
models such as Resnet and VGGetc. These models gave us an outstanding efficiency of
94%. This will help many agriculturist and scientist in their research work as it will be
free to use and will be made even simpler in coming time by using various algorithms.
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Appendix

Referred data :
Plant disease detection by SP Mohanty .
Breast cancer detection

Referred chart:

Fig.9

Fig. 10
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