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ABSTRACT 

 
The web can be a huge visual aid when it can be accurate and shared testing, certain health influences, 

which have an impact on advertising and voice communication alike. A social media unit that influences 

clients' opportunities on how to shape their attitudes and behavior. Chasing communications services 

can be a great way to live the loyalty of customers, to restore their sense of perspective about products 

or products. A social network is the next logical advertising space. 

  

Web Portals receive a large amount of feedback from users. Getting all the answers can be a daunting 

task. You should separate the ideas expressed in the response forums. This can be used for the feedback 

management system. We classify individual comments / updates and determine the overall rating based 

on individual comments / updates. So that company can get a complete view of the feedback given to 

customers and can take care of those specific areas. This makes Customers more loyal to the company, 

business growth, reputation, product value, profitability. 

  

An independent technology is used in language that understands the meaning of the text. Indicates the 

opinion or attitude that a person has toward the subject or object. Emotional analysis is widely used in 

survey reviews and responses, in online and social media, and in-app therapy products ranging from 

marketing to customer services to medical treatment. 

With the help of Sentimental Analysis, we often help an organization better understand their customer 

feedback so that they can focus on customer problems. 
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Chapter 1 INTRODUCTION  
 

1.1 Introduction  

 

Machine learning is the part of artificial intelligence that provides a computer the ability to automatically 

learn with experience without the need of external programming. It is one of the hot ,most in demand 

research topics in computer science engineering. It can provide intelligence to the machines with the 

help of various tools and techniques. ML uses programs that can access data and learn for themselves 

using the same. In today’s world machine learning has become an important part of everything we are a 

part of. It helps various enterprises for the development of new products and also helps to have an idea 

about the customer trends. Many MNCs have made ML an important part of their organisation. 

The learning process for an ML algorithm begins and ends with data. Therefore, data is the most 

important part of a model. This data has an effect on future predictions and decisions. The primary 

objective of ML is that a computer system learns automatically without human assistance. 

Machine Learning is categorized mainly into 4 approaches based on how an algorithm goes through the 

process of learning.  

 

● Supervised machine learning: Analysis of labelled data and then training on the same to predict 

future events. This system can provide output for new inputs if sufficient training is done. 

● Unsupervised machine learning: The information used in training is not labelled and neither 

classified. This system is used to study different patterns and connections in data. 

● Semi-supervised machine learning: Falls in between the above two as it uses small amounts of 

labelled data and larger amounts of the unlabelled data. 

● Reinforcement machine learning: In this system the program learns to behave in a particular 

environment by performing actions and then seeing the results.  

 

As online markets have become popular in recent decades, online retailers and retailers are inviting their 

customers to share their thoughts on the products they have purchased. Every day millions of updates 

are made across the Internet about different products, services and locations. This has made the Internet 

a valuable resource for getting ideas and opinions about a particular product or service. However, as the 

number of reviews available for a product grows, it becomes more and more difficult for a potential 

consumer to make a good decision as to whether to buy the product. Different opinions about the same 

product on the one hand and incomprehensible reviews on the other hand make customers more confused 
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to get the right decision. Here the need to analyze this content seems to be relevant to all commerce 

businesses. 

 

Figure 1.1: Sentiment 

Sentiment Analysis is a part of Natural Language Processing which uses ML algorithms to identify the 

emotional tone behind an expression. This is used by organizations to determine the opinions about a 

product or service. Most Sentiment analysis engines can easily predict the sentiments behind a simple 

expression but struggle to accurately predict emotions behind a complex one, such as “This is a very 

good product but it will not be very useful.” or “It is quite sunny outside, let me fetch an umbrella” etc. 

Emotional analysis and classification is a computer study that attempts to solve this problem by 

extracting automated data from texts provided in the natural language, such as ideas and emotions. 

Various methods have been used to address this problem from natural language analysis, text analysis, 

computer language learning, and biometric. In recent years, electronic learning methods have become 

increasingly popular in semantic analysis and reviews of their simplicity and accuracy. We use sentiment 

analysis for a given expression so that our project is capable of accurately predicting the emotions behind 

simple sentences such as “It is such a lovely day today”, “You look amazing” and hopefully predict the 

sentiments behind complex ones with a good accuracy. 

 

 

 

1.2 Problem Statement  

 

In today’s world there are thousands of people shopping online and reviewing products so that someone 

else can benefit from it and not end up buying the wrong product. Due to this there are positive as well 

as negative reviews for the same product based on the user experience. We can classify the reviews 

based on positive feedback or negative feedback. But some comments have both mixed words positive 
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as well as negative for eg. “ I didn't like the product”, this statement consists of both words and this is 

where negation handling comes into play. With the technological advancements and the load increase in 

online shopping and reviews, sentiment analysis without negation handling does not give the desired 

results and offers low accuracy. Customers on the other hand do not have a tool to have an idea about 

the reviews that could help them in planning accordingly. Also many customers totally rely on the 

reviews provided by the various buyers having no or little knowledge of the product. Sentiment analysis 

can mix this comment into negative as well as positive reviews so to solve this we use negation handling 

which helps the systems accuracy to be improvised in sorting the various reviews. 

So, a machine learning model would be used for the same problem to get the reviews of the products 

sorted on the basis of negative or positive. This was a brief into the problem which will be discussed 

below in the report and a possible solution to this problem will be provided. 

 

1.3 Objectives  

 

Every day we come across a variety of products in our lives, digitally we swipe hundreds of product 

selection items under one category. It will be boring for a customer to choose something. Here comes 

the 'updates' when customers find the product leaving a rating after using it and summarizing their 

information by providing updates. As we know the ratings can be easily sorted and judged on whether 

the product is good or bad. But when it comes to sentence review we need to read the whole line to make 

sure the review conveys a good or bad idea. 

With the advent of artificial intelligence, things like that are becoming easier with Natural Language 

Processing (NLP) technology. And the fact that we can measure, predict and empower learning tools 

alone is powerful and unlimited in terms of application opportunities. Both consumers and 

manufacturers highly value the "customer ideas" about products and service. The accuracy offered by 

the model should be high so that it could be trusted and anyone doesn’t end up buying a wrong product.  

The main purpose of our project is to classify individual comments or updates and determine the overall 

rating based on individual them. Build the model which has highest accuracy in classifying the feedback 

as Positive, Negative. Once the model classification is done, then we deploy our Model in Cloud 

Platform. This will help the company to get a complete view of the feedback given to customers and can 

take care of those specific areas. 

 

 

1.4 Methodology  
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The main methodology of this project revolves around using sentimental analysis along with negation 

handling  for classification of the reviews. First and foremost we begin our project with the dataset from 

kaggle collecting the required data and applying the exploratory data analysis. This is our initial 

investigation on data to look for any patterns or to check if there is something wrong with it with the 

help of statistics and graphical ways. After this we move on to data preprocessing. Data preprocessing 

is the step where data is changed or encoded so that the machine could easily understand it. It also 

involves the process of dealing with missing, duplicate or inconsistent data. We have used the 

SentiWordnet of  NLTK module to label our pre-processed dataset as positive or negative. Then by using 

various ML models we check which model gives us the results with highest accuracy.   

 

Figure 1.2: Data Flow Approach 

As we can see in the diagram, the flow chart shows the steps that are used to proceed in the project. 

First we select the reviews, then we identify the review on the basis of positive and negative with the 

help of sentiment analysis. Once this is done the reviews that consist of both positive and negative words 

are sorted by negation handling thus, helping us to get the positive and negative reviews more clearly. 

This completes the aim of our project.  

 

 

1.5 Organization  
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In this part we will explain the organization of the chapter wise formatting of this whole report.  

 

In chapter one we have already seen the Introduction, Problem Statement, objectives and the 

methodology of the report. Now we are in the  Organization section that will explain the chapters and 

topics involved further down in this report. 

 

Chapter 2 consists of the literature survey that gives us the basic overview of the project, the languages 

used, some algorithms used and also explains the process briefly. This will also include some of the 

resources we have used in the research to gain the necessary knowledge for this project and all the other 

work that we came across through the research that helped us in moving forward to reach at this stage. 

 

In Chapter 3 we will be discussing how the model is designed and developed. First we will discuss the 

dataset that we used in making this report and see some basic features.We will discuss about the basic 

framework which help us lead to random forest algorithm that include decision tree and feature selection. 

We would take a look at the various models we applied to draw comparisons with the random forest and 

their respective accuracies. We have explained them a bit to give the reader a better understanding of 

them. After that we have also listed some of the mathematical formulas used in this report. 

 

In chapter 4 we have shown how our system performed and also compared them with the other systems 

used earlier like linear regression ,decision tree etc. Then we begin to showcase the outputs at various 

stages of our project work that include various graphs and figures. This would conclude with the final 

output of our model. 

Finally, in chapter 5 we started the conclusion part and explained about what we managed to achieve in 

the project and how this model was the perfect way for us to learn and explore in this field. After that 

we proposed some future plans that can be achieved through this project and made an extension to it. 
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Chapter 2 LITERATURE SURVEY  
 

Sentiment Analysis of Reviews using Machine Learning (2021) 

 

Preprocessing:  

Start by checking for null values, duplicate rows, and removing unnecessary information. It also 

removes all the patient conditions that have no meaning at all. The data is cleaned for further analysis.  

 

Methodology:  

Start by cleaning the data and performing the data exploration process using visualization. There 

was a scope of feature engineering and feature extraction. Once the data is ready for further 

analysis, perform a test train split. Use SMOTE for balancing the data. Further using classifiers and 

check the performance metrics and then accordingly create a recommendation system. 

 

Conclusion: 

In this work, each review was classified as positive or negative, depending on the user’s star rating. 

Ratings above five are classified as positive, while negative ratings are from one to five-star ratings. 

 

Sentiment Analysis of User-Generated Content on Drug Review Websites(2015) 

 

Preprocessing: 

The grammatical relationship of words in a clause was processed using the Stanford NLP library. 

 

Methodology: 

Sentiment Lexicons were created to collect the negative and positive phrases from the data and then 

the dependency tree was applied to the data for finding the grammatical relationship between the 

words i.e. if it is the governor or the dependent. SVM and Linguistic Approach was also used to check 

the accuracy. 
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Conclusion: 

The accuracy of the model came out to be 62% according to the first SVM and 66% according to the 

second SVM but the highest accuracy that we came across came from the Linguistic Approach i.e. 

69%. 

 

Having various reviews in any product makes the buying decision easy and fast. But when the review 

count goes up and the difference between the positive and negative comments is not much then, the 

decision becomes a bit difficult. In order to make things easier,  Artificial Intelligence technique called 

Machine Learning provides a suitable and convenient platform to the users for selecting the right type 

of information by classifying the views in positive or negative side.   

Various Machine Learning algorithms have been used to predict the reviews as sometime there are both 

positive as well as negative words in the comments. A number of datasets have also been used for the 

same although the main essence of prediction is the same for all which deals with proper preprocessing 

and feature selection. Various algorithms like MultinomialMB, Decision tree, Logistic Regression and 

Support vector classifier (SVC) are commonly used for building this model.  Among all the algorithms 

mentioned above, MultinomialMB gives the best accuracy.  

 

Here is a figure given below giving the Algorithms used and the accuracy and precision of the algorithms 

used. 

 

 

Figure 2.1: Accuracy Table 

Python: 

Python is deciphered, structured, highly developed by dynamic systems semantics. Its elevated level of 

certain data structures, combined with an exciting build and sure, get involved in Fast Performance 

Improvement, similarly related use as writing or pasting language to link existing parts together. Python 
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is clear, simple learning the structure of language emphasizes undeniable and appropriate quality reduces 

program funding costs. Supports parts and packages, viz renews system protection and code reuse 

 

 

Machine Learning(ML) : 

Machine learning enables PCs to learn without being drawn to the obvious (Arthur Samuel, 1959) This 

is an area under programmatic structure. Machine learning in all aspects of scale development can read 

and create opportunities in data. Such controls adhere to altered rules, but they can also choose data 

predictions or decisions based on data. Build models from test inputs. Machine learning is done when it 

is unthinkable to masterminding and programming computations. Models include spam filtering. 

 

Natural Language Processing(NLP) : 

Sentiment analysis is a process of NLP used to classify confidential information in a text or human 

language. The purpose of emotional analysis is to classify the feelings of public opinion by classifying 

them as constructive, neutral, and negative. And Python is often used in NLP activities as an emotional 

analysis because there is a large collection of NLP tools and libraries to choose from. There are many 

things about Python that make it an excellent choice for an NLP project plan. Simple syntax and clear 

semantics make it an excellent choice for projects that include Natural Language Processing tasks. 

 

Natural Language Toolkit (NLTK) : 

NLTK is an important library that supports functions such as segmentation, conquest, marking, 

segmentation, semantic consultation, and Python tokens. Basically your main tool for processing natural 

language and machine learning. Today we serve as the educational foundation for Python developers 

who are putting their toes in the field. This library is excellent, but we must admit that it is very difficult 

to use it for processing Indigenous Languages with Python. 

 

MultinomialNB: 

MultinomialNB stands for Multinomial Naive Bayes algorithm is a learning method that is basically 

used in NLP. This algorithm is based on the bayes theorem that is easily scalable and it can easily handle 

big datasets.  Some of the applications that MultinomialNB can be used for are Face Recognition, Spam 

Detection, Language Identification as well as Sentiment Analysis.   
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Flask:  

Flask is a framework in python that helps in the web development application easily. Flask is basically 

a collection of libraries and modules that creates user friendly experience and also is easy to use that 

makes it a good choice for anyone. It is a very small and light framework used in python and it gives the 

user  very flexible and vast usage of easy coding that can be used in a single file for creating a web 

application. 

 

 

Chapter 3 SYSTEM DEVELOPMENT  
 

3.1 Design and Algorithm 

The main algorithm used in this report is Naive Bayes. But before explaining that we would explain little 

bits about the other stages of our model too, i.e exploratory data analysis , data preprocessing and feature 

selection. Also we would try to customize the data we want, a simple code was written in python to 

remove unnecessary features. Many features have been removed without all, rtexts, centi_score, 

emotions. Scores generated by the reviewer include multiple scores on a scale of 1 to 5. Revisions rated 

by one, two or three are considered negative and those with four or five numbers are considered negative. 

Three-star reviews usually have a lot of reviews included and it's hard to label them in the positive or 

negative category. 

In this study, two activities were performed.In the first task all data was used. Since the number of 

updates was sufficient to obtain reasonable results from the classifiers, the three-star review was not 

issued to avoid any problem while training the algorithms. 

However, in the second work due to the small amount of data the three-star review was also 

considered negative. The same code was used to label the data. The revised rating received a 

score of “1” and the rest received a score of “0”. 
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Figure 3.1: System Design 

 
3.1.1 Exploratory Data Analysis 

 

Exploratory data analysis is the process of critical inspection of data so that we can have an insight on 

the patterns of the dataset, to check for any anomalies with the help of graphs and statistical analysis. It 

is a very great step to understand the dataset and gather as much information from it. It helps to determine 

how to manipulate data to get the answers we need. EDA was originally developed by the mathematician 

John Turkey in the 1970’s. 

Some tools and techniques that can be used for the same are : 

SENTIMENT SENTENCE EXTRACTION & POS TAGGING: 

Tokenization of reviews after removal of STOP words which mean nothing related to sentiment is the 

basic requirement for POS tagging. After proper removal of STOP words like “am, is, are, the, but” and 

so on the remaining sentences are converted into tokens. These tokens take part in POS tagging. 

In natural language processing, part-of-speech (POS) taggers have been developed to classify words 

based on their parts of speech. For sentiment analysis, a POS tagger is very useful because of the 

following two reasons: 
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➢ Words like nouns and pronouns usually do not contain any sentiment. It is able to filter out 

such words with the help of a POS tagger. 

➢ A POS tagger can also be used to distinguish words that can be used in different parts of 

speech. 

 

LEMMATIZATION 

He aims to reduce the name to its inferior structure and to combine different forms of the same name. 

For example, verb words in the past are changed to present (for example "went" changed to "go") and 

the same is combined (for example "best" is changed to "acceptable"), making common words have the 

same significance in their root. Apart from the fact that it seems to be firmly entrenched with the 

prevention process, ice formation uses another method of coping with the arrival of word types. 

Lemmatization places words in a word reference structure (known as lemma) that requires clues of the 

words used where the calculation can search and link words by comparing lemmas. 

We can use different functions available in the python pandas library to begin our EDA. 

The “.head()” and the “.tail()” functions show the first five and the last five rows from the dataset 

respectively. It is a good practice to do so as it gives an idea about the pattern of data.  

We can also know about the total of rows and columns in any dataset using the “.shape” function in 

pandas. We can also use the ``.info()” function which helps to know the columns and their data types, 

and also helps to find out whether any column contains null values or not.  The “describe()” is like the  

most handy one among all these. It returns various information about the data like count, mean, minimum 

and maximum values ,standard deviation etc. 

 

 

Figure 3.2: Example of Info function 
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Data visualization also comes under the EDA as it helps the user to get a graphical insight into the data. 

This is basically divided into three categories: 

● Univariate analysis: This displays all the observations in data around a single data variable. Ex: 

line plot, histogram etc 

● Bivariate analysis: Reveals relationship between two data variables. Ex: heat maps, box plots etc 

● Multivariate analysis: reveals relationship between more than two sets of variables. Ex: violin 

plots, box plots, histograms etc.  

 

 

Figure 3.3: Scatter plot 

 

 

 

Figure 3.4: Box plots 
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3.1.2 Data Preprocessing: 

 

Whenever we think of datasets , a large number of rows and columns pop into our heads. But this is not 

always the case because data can be in structured ,unstructured, tables, images, audio files, videos etc. 

Now as we all know our computers do not understand anything other than the language of 1’s and 0’s. 

So it will utterly make no sense to pass a set of videos or images to our model. Also a dataset may contain 

missing values, duplicates that are of no use to the model or can cause errors. So here comes the part of 

preprocessing. EDA and preprocessing are closely related terms and sometimes used in the same way.  

In any ML procedure, data preprocessing is the step where our data is transformed or in complex terms 

encoded ,to bring it to a state so that the computer program can understand it. The columns or the 

attributes of the data can be consumed or understood by the algorithm after preprocessing. Also it helps 

in cleaning the data i.e getting rid of the various null or missing values and it helps in increasing the 

accuracy and efficiency of the model. 

 

● Tokenization: The process by which the running text that is meaningful is segmented into 

terms and phrases i.e. random string of characters called tokens. The key task is to divide a 

text into tokens while throwing off other characters like dots.  

● Stop word: This approach filters out and omits some very common words that seem to offer 

little to no meaning to the NLP target. This is done due to the fact that these words exist in 

so much abundance that eventually end up offering no unique information that might be 

used by our model in classification or clustering. It excludes the generic terms which are not 

insightful about the relevant material.  

● Handling Negative Adjectives: While eliminating stop words it is possible that we might 

eliminate words that will wipe out the relevant details and change the meaning of our 

reviews. So the aim is to avoid the elimination of these words in a given sentence that might 

change the meaning. Under these conditions, we can pick a minimum to stop word lists or 

tests of this form (not good / not so good, not bad / not so bad) in our data under certain 

conditions and delete them from stop words.  

● Stemming: Refers to the slicing process of the end or beginning of words to remove affixes 

(lexical additions to the word's root). It basically aims at bringing the words to their base 

form. It increases the retrieval accuracy along with reducing the size of the index. 

● Lemmatization: It is the process of bringing the words to their base form properly by using 

vocabulary analysis of words. It also groups the various forms of the same words together. 

The base form returned is known as the lemma. 
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This whole process can be divided into the following sub categories: 

● Getting the dataset: The collection of data for a particular use is called the dataset. As a machine 

learning model completely depends on data so we have to make sure we acquire the best possible 

data out there. 

● Importing libraries: Some python libraries that we need in our project for some specific jobs 

have to be integrated. This is called importing libraries. Mainly there is use of three python 

libraries  

Numpy: Used for mathematical calculations in the code. 

Pandas: Most common and useful library. Used for data manipulation and analysis of dataset. 

Matplotlib: Used for plotting various charts using python. Works with the help of a sub library 

pyplot.  

● Importing datasets: The step where we import required datasets for the model 

 

● Handling missing/inconsistent/duplicate data: It is a common thing to have missing values in 

a dataset. The cause to it can be anything ,whether it was by default in the dataset or happened 

during data collection. But it is our responsibility to handle these missing values.  

 

1. Eliminate the rows having missing data: It is a simple and effective strategy. This 

could also fail if many objects have missing values. Sometimes the feature has to be 

eliminated if its has mostly missing values. 

2. Estimation of the missing values: If only some values are missing then various 

interpolation methods can be used to fill up these missing values. But in general 

dealing with these missing values is done by filling them with median ,mode or 

mean from the respective column. 

 

 

Figure 3.5: Illustration of missing values 
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Figure 3.6: Handling of missing values 

 

3. Duplicate values: Deduplication is an often used term that refers to the process of 

dealing with duplicate values. Duplication of values is also another problem with 

data. In real world example it can happen when a person fills in his student details 

twice when asked by the company. The reason behind removing of duplicates is that 

it should not give a particular data object an edge over the other or in simple words 

a bias while learning algorithms. 

 

 

Figure 3.7: Example of isna().sum() function 
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4. Inconsistent values: Like duplicate values, finding inconsistent data in a dataset is 

highly common. For example the flight number in some rows could be sometimes 

written under the passenger phone number. The cause to this could simply be a 

human error or the information was not read correctly at the time of filling the 

entries.  

                                     

● Encoding categorical data: Categorical data is that whose values are taken from a pre defined 

set of values. A simple example can be months of a year :{January, February, March………}  

as its values is always taken form this set. Now as an algorithm works on number and maths it is 

necessary to convert these into suitable format and can be done using various methods like 

LabelEncoder(), OneHotEncoder etc. 

 

● Splitting of data set into training and test set:  If we train our model on a dataset but when it 

comes to testing we use a completely different dataset we would create difficulties for the model. 

Doing this would also decrease the performance of our model. So we make a model that does 

well on the training and on the test set. So the test set can be defined as a subset to the training 

set to test our model on. Validation data is also another term used in ML. We use this data to 

improve hyperparameter tuning. The model does not learn on this validation data set. 

 

Split Ratio- It is largely dependent on the model we our building and on the dataset. If a lot of 

training is required then we use a larger portion of the data for training purposes ,example image 

data as it contains millions of features. 

 

 

Figure 3.8: Split ratio 

 

 

3.1.3 Feature Selection 

 

Before jumping onto feature selection first lets take a look at what do we mean by the term features.  

A dataset is a collection of various objects that are defines by a number of features, which simply tell us 

about the different characteristics of our data. Features are also called attributes, fields or variables. Like 

for example the mass, height of a person can be features of a dataset regarding lifestyles of various 

people. A feature is an individual characteristic of a phenomenon. We have to choose unbiased and 
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independent features for ML models so that we can have accurate regression and classification. Features 

are predominantly numerical but in some cases they can be graphical or strings. For example, for a 

scooter, colour, weight, mileage cane be observed as features. In a speech recognition system 

noise,sounds,power can be used as features. In algorithms using spam detection certain email headers, 

structures, frequency of words can be used as features. Also in character recognition, the length of a 

particular letter, the boldness of the letters, the spaces between words are used as or can be used as 

features. 

Now features can be: 

1. Categorical: These are the features whose values are chosen from a predefined set of values. 

Example dates in a month {1,2,3,4,5,……..} is a categorical value as it is chosen always from 

this set. The Boolean set is also an example of categorical data. 

i. Nominal data:  These are the values that don’t have any specific order. Example a 

new scooter comes in three color- green ,blue, red. 

ii. Ordinal data: These are the values that have a natural order within them but the 

difference on scale is not defined. Example when we go for buying clothes the sizes 

have a natural order small<medium<large but this does not ensure that the difference 

among them would also be the same. 

 

2.  Numerical: These are the features whose values are either discrete or continuous. They                      

represented in the form of numbers and mostly posses their properties. Example speed of a 

plane or the number of steps we walk in a day. 

i. Interval data: This contains a defined unit of measurement and the difference 

between the data values is meaningful. Example include dates of calender 

,temperature in C or F.  

ii. Ratio : This also contains defined unit of measurement but both differences and 

the ratio are meaningful. Examples Age, mass , height etc. 
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Figure 3.9: Types of features 

 

Features can also be represented as feature vectors. In machine learning a feature vector is an n 

dimensional vector that represent some object. Many ML models require numerical equivalent of an 

object to perform statistical processing. Example in order to represent images we need to have numerical 

representations and that is provided y feature vector ,which contain the pixels of on image. Feature 

vectors usually combine with a set of weights and use dot product to produce a linear predictor function 

in order to determine a score for making a prediction. The space vector associated with these are called 

feature space. Also we can develop new features or higher level features from the already available 

features and adding it to the feature vector. This is called feature construction. 

 

 

Figure 3.10: Feature vectors 

 

In many scenarios using all the features of a dataset is not an ideal approach as some features do not 

contribute in increasing the efficiency of a program and also the data size would become very large. The 

three main goals of feature selection are to  

● Reduce the cost of computation 

● To improve the overall accuracy of the model 

● Producing a more understandable model 

Feature selection can be performed both before or after training ,it can be performed manually or by 

automated methods. Below are some methods. 

Correlation plot: It is one of the manual techniques to perform feature selection. This creates a 

visualization that plots the correlation measure for every feature in the data. We can then observe which 

features are closely related and therefore can remove some of those , and also some variables might have 

a low correlation with the output variable , so it is recommended to remove some of those. 
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As there is no sentiment given for any review present in the dataset, we have to give the sentiment to 

the reviews and ratings given by the patients.It’s key role is to identify the emotional tone behind the 

body of any text. To make the public opinion summaries useful for both pharmacists and the clinicians, 

this proposed sentiment analysis or what is commonly called opinion mining, for the given reviews is 

very helpful and important as it makes the given data more valuable in terms for the use of various 

parties involved seeking for the recommended medicinal drug through our model. This is a popular 

way to categorize the medicinal drug as useful or not taken by the respective patient. 

 

Emotion analysis will be done using word dictionary sentiment analysis or using SentiWordnet of 

NLTK module, to label our pre-processed reviews data as positive or negative.  

 

The formula that we will be using is : 

 

Positiv_ratio = the number of positive words / (the number of positive words+the number of negative 

words) 

 

If the Positiv_ratio comes out be :     

1. Less than 0.5 then it is classified as negative 

2. Greater than 0.5 then it is classified as positive 

3. If it comes out to be exactly 0.5 then it is classified as neutral which includes the sentence 

without either positive or negative words. 

 

 

 

3.1.4 Naïve Bayesian Classifier Algorithm 

 

The Naïve Bayesian classifier works as follows: 

Suppose that there exists a set of training data, D, in which each tuple is represented by an n-dimensional 

feature vector, X=x 1,x 2,..,x n , indicating n measurements made on the tuple from n attributes or 

features. Assume that there are m classes, C 1,C 2,...,C m . Given a tuple X, the classifier will predict 

that X belongs to C i if and only if: P(C i |X)>P(C j |X), where i,j∈ [1,m]a n d i≠j. P(C i |X). 

Naive Bayes methods are a set of supervised learning algorithms based on applying Bayes’ theorem with 

the “naive” assumption of conditional independence between every pair of features given the value of 

the class variable. Bayes’ theorem states the following relationship, given class variable y and dependent 

feature vector xₗ through xₙ 
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Multinomial Naive Bayes : 

 

 

 

 

 

 

 

 

 

 

 

3.2 Model Development   

 

3.2.1 Dataset 

 

The dataset was collected from Kaggle.com. Kaggle is a google owned subsidiary, web community of 

information scientists and ML practitioners. Kaggle lets customers to find and upload record units, 

discover and construct models via internet based record science surroundings, engaging with other data 
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scientists and also participate in competitions to solve any data science problems. We are assured that 

the dataset is original and authentic because kaggle is a trusted website that is used by over a million 

users worldwide.  

Our dataset is Amazon Update Database contains Musical Instrument updates from Amazon. Database 

is available from Kaggle, we have processed it from Kaggle itself. This data was created by Chetan 

Gadge. It contains the following files: Update including Reviewer ID,User ID, Update Name, Reviewer 

text, assistant, Summary (found in Reviewer text), Total rating on the scale 5, Review period. This can 

help the organization understand customer backlogs. 

K-cores (i.e., dense subsets): These details are reduced to extract the k-core, so that each of the remaining 

users and objects are updated individually. 

Ratings only: These data sets do not include metadata or updates, but only (user, item, rating, 

timestamp) sounds. They are therefore suitable for use with mymedialite (or similar) packages. 

Amazon is reviewing the full scores of data generated by random sampling of 10,000 samples for each 

review rating from 1 to 5. The downloaded file format was one update per JSON line. The file has been 

converted to Comma Separated Values (CSV) format, as it is much easier for python to manage this type 

of file. 

 

DATA FORMAT: 

The following is an example review in Json file: 

"reviewText": string "Not much to write about here, but it does exactly what it's supposed 

to. filters out the pop sounds. now my recordings are much more crisp. it is one of the lowest 

prices pop filters on amazon so might as well buy it, they honestly work the same despite their 

pricing," 

"overall": int 5 

"summary": string "good" 

"unixReviewTime": int 1393545600 

"reviewTime": string "02 28, 2014" 
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Figure 3.11: Dataset Features 

 

Types of Data Set : 

In Statistics, we have different types of data sets available for different types of information. They are: 

❖ Numerical Data Sets : A set of all numerical data. It deals only with numbers. 

❖ Bivariate Data Sets : A data set that has two variables is called a Bivariate data set. It deals with 

the relationship between the two variables. 

❖ Multivariate Data Sets : A data set with multiple variables. 

❖ Categorical Data Sets : Categorical data sets represent features or characteristics of a person or 

an object. 

❖ Correlation Data Sets : The set of values that demonstrate some relationship with each other 

indicates correlation data sets. Here the values are found to be dependent on each other. 

Here, our dataset Amazon Musical Instruments Reviews from Kaggle is a Multivariate dataset. 

 

Table 3.1: Dataset Information 

 

 

3.2.2 Computational 

 

For this project work we used the machine with the following specs at the time of training. 

CPU: The computer we used had the following specs: 

 

Table 3.2 CPU specifications 
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Parameter 

 

Specifications 

 

CPU Model name 

 

Intel(R)Core(TM) 

CPU frequency 
 

2.3 Ghz 

No of CPU cores 

 

4 

Available Ram 

 

7.86 GB 

Disk Space 

 

400 GB 

 

These are the CPU specs of the machine we used to do computations. Most of the computational work 

mostly happens on the GPU. But CPU takes care of most of the preprocessing. The large amount of 

RAM did not put loads of pressure and made it easier for the whole dataset to be loaded in time and we 

did not have to worry about any system crashes occurring. The clock speed of the CPU mentioned 2.3 

Ghz is the basic clock speed which if needed can go upto 5 Ghz. But no overclocking was needed as the 

system was able to do the work in its normal 4 cores. 

 

Table 3.3: GPU Specifications 

Parameter 

 

Specifications 

GPU 
 

NVIDIA GeForce GTX 1060 

GPU Memory 

 

10 GB 

GPU Memory Clock 

 

1.40 Ghz 

GPU Release Year 
 

2016 

Cores 

 

2 

 
Available RAM 

 

 
6 GB 

Disk Space 
 

400 GB 
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Tools Used: We used the following tools in making our model. 

● Python 

● Matplotlib 

● Seaborn 

● Jupyter Notebook 

● Pandas 

● Plotly 

● Numpy 

● Scikit Learn 

● Flask Framework 

These packages mentioned above were used in their latest upto date editions. The code works properly 

and would not cause any issue until any further updates in them. 

 

3.2.3 Experimental 

 

Now we tried a few algorithms just to check them in comparison to what we used.  

i. Logistic Regression 

ii. Decision Trees 

iii. Support Vector Machines 

 

We are also providing with some basic definitions of the above algorithms so as to explain easily and 

look why those algorithms did not perform the way desired. 

 

Logistic Regression 

Logistic regression predicts the probability of an outcome that can only have two values (i.e. a 

dichotomy). Prediction is based on the use of one or more predictions (numbers and categories). Line 

reversal is incorrect to predict the value of binary fluctuations for two reasons: 

 

➢ A linear regression will predict values outside the acceptable range (e.g. predicting 

probabilities    outside the range 0 to 1)   
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➢ Since the dichotomous experiments can only have one of two possible values for each 

experiment, the residuals will not be normally distributed about the predicted line. 

 

On the other hand, the reversal of order produces a curve of objects, which is limited to values between 

0 and 1. The reversal of order is similar to the reversal of the line, but the curve is constructed using 

the natural logarithm of the "constraints" of the target, rather than the probability. In addition, 

forecasters do not need to be widely distributed or have equal variations in each group. 

 

An asset deficit is used as the maximum probability (MLE) to obtain model coefficients that correlate 

a prediction in a target. After limiting the initial operation, the process is repeated until the LL (Log 

Likelihood) does not change significantly. 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 75% 

 

Decision trees:  

This is an algorithm we already talked about . It uses a tree approach to get to the results. In this algorithm 

we calculate entropy of every feature and the one with the least is selected as the root node and we keep 

on splitting for the remaining columns.  The reason behind the failure of this algorithm is that he model 

works on data in a sequential manner and the feature that has more domination outlasted the other 

feature. 

 

 

Figure 3.12:  Decision Tree 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 89% 

 

Support Vector Machine (SVM)  

It is a method for the classification of both linear and nonlinear data. If the data is linearly separable, 

the SVM searches for the linear optimal separating hyperplane (the linear kernel), which is a decision 

boundary that separates data of one class from another. Mathematically, a separating hyperplane can 
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be written as: W·X+b=0, where W is a weight vector and W=w1,w2,...,w n. X is a training tuple. b is a 

scalar. In order to optimize the hyperplane, 

The problem essentially transforms to the minimization of ∥ W∥ , which is eventually computed as: 

 

Figure 3.13:  SVM Parameters 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 = 91% 

 

 

3.2.4 Mathematical  
 

Down below we have listed the formulas used by us in the report. 

 

Logistic Regression: 

y = e^(b0 + b1*x) / (1 + e^(b0 + b1*x)) 

 

Where y is the predicted output, b0 is the bias or intercept term and b1 is the coefficient for the single 

input value (x). Each column in your input data has an associated b coefficient (a constant real value) 

that must be learned from your training data. 

Naive Bayes Formula: 

P(c|x) = P(x|c) * P(c) / P(x) 

 

Bayes theorem calculates probability P(c|x) where c is the class of the possible outcomes and x is the 

given instance which has to be classified, representing some certain features. 

 

Decision Tree: 
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Entropy:                                                     

E(S) = -p(+) log p(+) – p(-)log p(-) 

 

Here p+ is the probability of positive class 

p– is the probability of negative class 

S is the subset of the training example 

 

 

Chapter 4 PERFORMANCE ANALYSIS  

 
4.1 Analysis of System 

 
All these steps include the sentiment analysis of our data and then using n-gram to make the most 

sense out of the reviews, followed by a LightGBM model that allows us to calculate the final 

predicted value and recommend the appropriate drug for each condition according to the order of 

the value. Hence making the process of recommending first grade medicine not only for doctors or 

any health care workers but also for the patients themselves easier and effective. We find the 

accuracies and the confusion matrices for the models for better understanding of the results. 
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Analysis of the system is the thing where we compare our system with the previous implementations 

and check the performance of the system. Sentiment analysis and natural language processing can 

present opportunities to improve customer experience, reduce employee profits, build better products, 

and more. Many companies manually analyze customer feedback details. It makes sense to others, 

especially if there are small amounts of data available. However, at a high volume level, there are many 

human-enabled analytics problems — the main one of which is speed. In addition, a person tends to have 

the ability to perform analysis once a week, which means they do not have a real-time understanding of 

customer complaints that can help them to be able to firmly resolve an unusual source of customer 

problems. This type of customer information plays an important role in making business decisions. 

Allowing firms to respond to the needs of their customers and thus reduce customer stress and keep them 

competitive. 

Given below are the results of different models used on this task before which includes the models used 

by us.                                                           

 

 

Table 4.1: Models and Accuracy 

Model Name Accuracy 
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 MultinomialNB 0.9226 

SVM 0.9071 

Decision Tree Classifier 0.8889 

Logistics Regression 0.7480 

  
 

After testing some arbitrary reviews, it seems that our features is performing correctly with Positive, 

Neutral, Negative results We also see that after running the search, our MultinomialNB Machine 

Classifier has improved to 92.26% accuracy level. 

 

 

Below are shown some of the output at various stages of this project. 

 

Figure 4.1 : Original dataset 

 

Here we check for duplicate values as well as handling of missing values : 
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Figure 4.2: Data Manipulation : 

 

Data Preprocessing and Visualization:  

Here we converted all the categorical data and did some visualizations. 
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Figure 4.3: Data Preprocessing 

This is a vital part of training the dataset. Here Words present in the file are accessed both as a solo word and also 

as pair of words. Because, for example the word “bad” means negative but when someone writes “not bad” it 

refers to as positive. In such cases considering single word for training data will work otherwise. So words in pairs 

are checked to find the occurrence to modifiers before 19 any adjective which if present which might provide a 

different meaning to the outlook.   

       

Sentiment Classification : 
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Figure 4.4:  Sentiment Classification 

 

 

Figure 4.5: Overall Sentiment 

 

Word Cloud : 
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Figure 4.6: World Cloud 

Different ML Models : 

 

Figure 4.7: ML Models 
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Performance Metrics from Various ML Models: 

 

 

Logistics Regression 

 

 

 

Multinomial NB 

 

 

SVM 
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Decision Tree 

 

Accuracy Comparisons : 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Build a Flask Website to serve a Model : 
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Flask is a framework in python that helps in the web development application easily. Flask is basically 

a collection of libraries and modules that creates user friendly experience and also is easy to use that 

makes it a good choice for anyone. It is a very small and light framework used in python and it gives 

the user  very flexible and vast usage of easy coding that can be used in a single file for creating a web 

application. 

Here, our best accurate model i.e Multinomial NB pickle file extracted through Flask framework inside 

which several libraries are imported along with requirements. 

 

       

 

 

 

Predictions : 
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For a Positive Feedback, The model returns with  ‘Positive’ and vice-versa. 
 

 

Deploy the Flask website on AWS EC2 : 

In order to deploy our model, we first created a flask website above. After that, to deploy our best 

fitted model, we will use AWS EC2 Instance which will give us a server where we can deploy our 

flask website and hence it can be used by anyone with the link of the website.  

An Amazon EC2 instance is a virtual server in Amazon's Elastic Compute Cloud (EC2) for running 

applications on the AWS infrastructure.  Amazon EC2 is used to create and run virtual machines in the 

cloud. AWS EC2 Instance is free of cost and easy to use.  

We have to create an Ubuntu instance using EC2 and after completing all the necessary requirements 

we will be able to deploy our model correctly. 

Steps : 

1. Create an AWS EC2 instance and edit the security group. 

2. Then download the keygen (pem file) and similarly download and install Putty and WinSCP 

3. Upload Flask website to EC2 using WinSCP 

4. Install packages on EC2 using Putty. 

 

 

 

 

Chapter 5 CONCLUSIONS  
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5.1 Conclusions  

These days online shopping has taken a step-up to a level that almost everything is available online 

easily which gives us a lot of choices but, buying any product needs a lot of research and comparison. 

This comparison can be done easily if we can have the existing users' experiences. This can be a=made 

easier by reading the user rivews. This project helps us in sorting the reviews in two parameters i.e 

positive and negative. Based on the data we used and the models and algorithms we have used provided 

us a satisfactory result for the comparison of reviews that made our model precise and accurate in sorting 

the positive and negative all together. 

This report further shows that ML predictors(models) are a more than satisfactory option to sort the 

reviews and makes the buying experience a bit easy. To the level of our understanding , most of the 

preceding research work on sentiment analysis focused on traditional statistical procedures, which have 

their own obstacles of estimating and prediction.  Also we came to know that proper data and feature 

extraction and selection are an important part of this process and helped us to come out with some helpful 

insights. Many features were extracted from the data that make sentiment analysis with negation 

handling easy to understand. From this project we can get information about the various factors that play 

a main role in the prediction of the reviews in terms of positive and negative.  

We can now with full conviction draw a conclusion that if the model implemented is done in a proper 

manner can be of great use in saving money of many people by providing them with the information 

about the product also give them an idea about the competing product in the same segment which would 

help them to decide easily what will be the best for them. 

Also various ML models are studied and their efficiency and performance are compared so as to get 

better results. With the help of this project we can conclude that sentiment analysis with negation 

handling is of great use for anyone and thus helping them to pick the best of all the products available 

in the market making it of a great use. 

 

5.2 Future Scope  

 

Sentiment analysis is an emerging research area in text mining and computational linguistics, and has 

attracted considerable research attention in the past few years. Future research shall explore sophisticated 

methods for opinion and product feature extraction, as well as new classification models that can address 

the ordered labels property in rating inference. Applications that utilize results from sentiment analysis 

is also expected to emerge in the near future. 

Our work is currently limited to just english language data exclusively, and we focus to expand our work 

to many other languages,  



39 
 

Another work that we wish to do in future is to detect sarcasm where someone might rate the product 

more and give bad reviews or vice versa in order to achieve better results for custom feedback. 

We will deploy our trained model in one of the main cloud platforms i.e AWS SageMaker or Microsoft 

Azure.  

 

5.3 Application of Our Project  

 

➢Sentiment analysis and natural language processing can present opportunities to improve 

customer experience, reduce employee profits, build better products, and more. The most 

common applications for natural language processing fall into three broad categories: Social 

Media Monitoring, Customer Experience Management and Voice of Customer, and People 

Analytics and Voice of Employee. 

 

➢Our Project Itself is based on one of the Applications of Sentiment Analysis -- Customer 

Feedback 

 

➢Customer surveys, reviews and support tickets contain information that can drive retention, 

increase conversion rates, and improve the quality of life of customers. This project provides the 

entry and exit of customer feedback analysis so that we can turn the response into customer 

feedback. 

 

➢Many companies manually analyze customer feedback details. It makes sense to others, 

especially if there are small amounts of data available. However, at a high volume level, there 

are many human-enabled analytics problems — the main one of which is speed. In addition, a 

person tends to have the ability to perform analysis once a week, which means they do not have 
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a real-time understanding of customer complaints that can help them to be able to firmly 

resolve an unusual source of customer problems. 

 

➢Text analytics (read our full guide to text analytics here), on the other hand, eliminates the 

need for human-enabled analysis. Emotional analysis, a subset of text analytics, classifies this 

text as constructive, negative, or neutral and can do up to 100,000 reviews per minute. While 

NLP can convert unedited text into unmeasured data - for example, the frequency of updates 

related to specific topics. 

 

➢This type of customer information plays an important role in making business decisions. 

Allowing firms to respond to the needs of their customers and thus reduce customer stress and 

keep them competitive. 
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