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ABSTRACT

Cancer is the diseases where therapy sensitivity differs greatly between patients living
at the different regions [1]. However, thanks to tremendous developments in genetics
and technological advancements, our understanding of cancer biology has improved
considerably over the years. Genome structure and functions, as well as the processes
that regulate gene expression, have been widely researched in the domain of oncology
since the completion of the Human Genome Project and the advancement of next-

generation strategies (NGS) [2,3].

The classification of various genes using the gene expression data i.e., the
transcriptomics data can help to finding the relatable Biomarkers which can be helpful
in the cancer diagnosis and also by knowing the various targeted genes causing the

various kinds of cancers can be helpful in the drug discovery for the targeted gene.

RNA Seq data analysis can lead to differentiate and the analysis of the different types
of tumours causing by the different types of cancer-causing genes and also find the
different types of allele specific expression

As the use of various machine learning and deep learning approaches in the
transcriptomic data for the analysis of genes and the prediction of gene can enhance
the way for identification of the highly related biomarker and also help to compare the
different types of tumours caused by the same or different types of genes in different

types of cancer.

Keywords: NGS, Gene Expression, Cancer, Machine learning, prediction,

Biomarkers, RNA sequence, Transcriptomics
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Chapter-1: Introduction
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Figure 1: Data driven detection of cancer and prediction of genes
source: Predicting cancer specific vulnerability via data driven of

synthetic lethality,
https://www.sciencedirect.com/science/article/pii/S009286741400
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1.1 Background:

Cancer is the diseases where therapy sensitivity differs greatly between patients living
at the different regions [1]. However, thanks to tremendous developments in genetics
and technological advancements, our understanding of cancer biology has improved
considerably over the years. Genome structure and functions, as well as the processes
that regulate gene expression, have been widely researched in the domain of oncology
since the completion of the Human Genome Project and the advancement of next-

generation strategies (NGS) [2,3].

Transcriptomics is a branch of genetic mutation that has shown remarkable growth in
recent years [2,4]. A transcriptome is a collection of all RNA molecules transcript from
a specific genome in a specific cell, at a specified stage of development, and under
specific physiological or pathological settings [5,6]. The transcriptome profile can be
thought of as a summary of the cellular structure, so analysing it only yields a lot of
information on gene function [7]. As a result, transcriptome analysis is thought to be an
effective tool for studying cancer cells that are continually changing at the cellular

level.

Here, we have dealt with transcriptomics data and created a dataset containing gene
expression data associated with different types of cancers which can be further used to
create machine learning models that can help in predicting health outcomes [25].

Earlier the cancer prediction and the classification of cancer into different segment was
very clinical based and morphological with many limitations in finding the biomarker

gene.

In order to get the best way to find the solution of a problems of cancer type
classification we need a systematic approach based on the analysis of gene expression
data [8]. And the accurate predictions of different type of cancer by using various deep
learning and machine learning techniques has the very great value in providing the best
target finding for the drug discovery and the better treatment of the cancer at the early

states.

Also, the presence of the cancer-causing genes can be identified by using the RNA Seq
analysis and can predict the type of cancer and the severity of the cancer by various
machine learning approaches and various statistical approach
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1.2 Transcriptomic data:

Transcriptomics is a term used for the information from the mRNA transcript within the
biological sample when all the large-size samples are analysed and the dataset of the
gene is known as transcriptomics data. It refers to a cell's entire set of transcriptomes at
a certain genotypic or biological condition. The characterization of all transcriptional
activity (i.e., coding and non-coding) or a selection of RNA transcripts within a
particular sample is called transcriptomic data analysis. Transcriptome analysis enables
the identification of potential genes and expression markers linked to desired

characteristics. The various analysis cases are the:

1. RNA-Seq sequencing data analysis
2. mRNA data analysis

3. SnRNA re-sequencing data analysis

Transcriptomics data provides the identification of the expressed genes within the genes
and also the identification of splicing genes variants, relative expression of relative
genes, expression value of genes, differential gene analysis, and target gene prediction
can be analysed by the transcriptomics data of RNA. In research, the transcriptome is
also used to gain insights into various carcinogenesis and transcription regulation and
help in the generation of phylogenetic relationships. Transcriptomics-based data
benefits from the proper data pre-processing techniques and regularized regression

methods.

The analysis of transcriptomics data is having been used to understand the tumour,
heterogeneity of tumours, and also helps to classify the tumour into various molecular
subtypes. As transcriptomics data also consist of gene expression data which can be
used to establishing signatures and also to predict the response and patient response to a

particular cancer.

By doing the analysis of the transcriptomics data by using the various machine learning
and statistical approach can be used to determine the gene response to the various

tissues of the organism.
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1.3 Predicting Health Outcomes from Gene Expression:

Characterizing and the classification of the genes into the category of normal cell and
the abnormal cell based on the gene expression patterns within the cell under various
conditions are very important [9] for the prediction of health outcomes from the gene
expression. Gene expression profiling is a proven Biological technology approach for
capturing the response of cells to a disease or drug treatments [10] as well as predicting

the genes responsible for causing the disease.

The gene expression value is the prediction value of various genes that express

themselves for particular cancer or disease [11]

Some genes are closely linked, and some gene co-expression approaches have been
explored and applied to evaluate the correlation among their gene expression values.
[12].

Therefore, gene expression values are significant and can help us to identify certain
unique patterns among different types of cancers which can be further used in disease

prediction.

MRNA transcriptomics Gene Expression data consist of data that contain the expression
value of different genes which are responsible in causing the cancer, as multiple genes
can be responsible for causing a single type of cancer or tumour also same gene can also
be responsible for causing the different types of cancer or different types of tumours

based on their expression values.

Gene expression profiling is a very important parameter which can be used to capture

the cell response to a particular drug.

In various studies it comes the outcome that the gene expression data is highly corelated
and about ~1000 genes can cover around nearly 80% of gene expression profile [13] and
these genes are referred to as landmark genes, while the other genes are referred to as
target genes. [14]. And the cost for the analysing the only 1000 landmark genes are

much lower than the complete genome.
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2.1 Overview:

Genes are found in isolation rarely, so it is expected the combination of genes may act more

efficiently as than the individual gene in predictive phenotypes of gene.

Gene expression is a way for genes/ genes by which they are transcribed and work as
productive gene products like proteins or functional RNA like rRNA, tRNA or sSRNA.
Regulation and alteration in gene expression can be done at various levels such as at
transcription initiation, splicing or alternate splicing, post translational mechanisms etc. Gene
expression is an integral part in developing the cells and in their differentiation. These
alterations (like managing the expression level or location or time of gene transcription) in
cells let them adjust to various critical conditions around them. Analysing the gene
expression open the door for detecting and quantifying the gene transcription of all the genes
of genome. This leads to the discovery of various genes involved in molecular pathways or
diseases.

In the RNA- Seq data by analysing the protein coding regions we can get the insights of the
proteins which contain the frequent chances of getting mutations that may lead to the

conversion of the normal cell into tumour cells [21].

It has been seen that there is the specific pattern of the of the expression of the gene occur at
the various stages of the cell development, physiological function of the cell, and the
conversion of the cell into the abnormal cell [17]. Sometimes due to the change in the gene
expression value of the certain genes the cell or the Normal cell get converted into the tumour
cell (i.e., Malignant tumour or Benign Tumour) through the series of mutations in the gene
[18]. Micro array and the serial analysis of the gene are the 2 methods which can be helpful

in measuring the genome wide expression values [19]

Various classification methods of the machine learning and statistics has been extensively
studies by the various researchers, and many new algorithms are developed which are

extensively helpful in the prediction and the classification of the cancer genome data

As the combination of gene can enhance the working of model. some feature could show
some biological importance to a particular disease and the combination of genes can show the

interaction graph or ontological activities of a gene [16]

Some genes can be existed in different form and responsible for the causing different types of

cancers which can be classified into benign and malignant.
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To get the better insights the of the cancer classification, there are various machine learning

approaches that can be utilized for analysing gene expression data.

2.1.1 Unsupervised Learning

Unsupervised machine learning is a type of machine learning in which the algorithm is not
given any labels or training data points earlier. As a result, unsupervised learning algorithms
should be able to discover any patterns in the training data that emerge naturally. Typical
examples include aggregation, in which the algorithm automatically groups its training
examples into categories with similar characteristics, key component analysis, in which the
algorithm identifies which features are most useful for distinguishing between different
training models, and remainder. This is in contrast to supervised learning, which uses pre-
allocated class labels in the training data.

2.1.2 Principal component analysis (PCA).

PCA is a mathematical procedure that converts a
group of connected variables into a set of unrelated
variables by using orthogonal conversion. PCA isa .| ) N Gt
popular method for analysing test data and " Cee
incorporating machine learning into hypothetical
models. §

0.0014-]

In addition, PCA is an unregulated mathematical - Y
method used to test the correlation between a set of =~ owe . : " .,
variables. It is also known as the standard factor )
analysis when the regression determines the line of
equity best.

0.0004 |

0.001 0.0015 0.002 0.0025 0.003

Gene 1

213 Autoencoder Figure 2: PCA, Source: Bio-Turing's blog

An autoencoder is a type of artificial neural network

that is used to read active code-free data codes (unregulated reading). The code is verified
and refined in an attempt to reproduce the input from encoding. The autoencoder learns the
representation (codec) of a data set, usually for size reduction, by training the network to
ignore unimportant data ('noise").

2.1.4 Supervised Learning

Supervised learning is a form of learning algorithms of machine learning in which machines
are trained using "well-labelled" training data and then predict output based on that data.
Labelled data indicates that some input data has already been assigned to the appropriate
output.

The training data provided by the computers functions as a supervisor in supervised learning,
teaching the machines to anticipate output efficiently. When a student is learning under the
supervision of a teacher, the same idea applies.
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The technique of supplying input and output data directly to a machine learning model is
known as supervised learning. A supervised learning algorithm's goal is to create a map
function that maps input variables (x) to output variables (y).

2.1.4.1 Logistic Regression

:_@_. Predicted class label

Net input Sigmoid |  Threshold
function activation {  function
function i

Conditional probability that a
t-—-— sample belongs to class | given its
input vector x

Logistic Regression

Figure 3: Logistic Regression, Source: Data Analytics

Logistic regression is an algorithm of a supervised learning phase used to predict the
probability of targeted variability. The nature of the target or dependent variable is
dichotomous, which means that there will be only two possible phases.

In basic terms, the dependent variation is either 1 (representing success / yes) or 0
(representing failure / no)

The asset regression model predicts P (Y = 1) as the X function statistically. It's one
of the most basic machine learning algorithms, and it can be used to solve a variety of
classification problems like spam identification, diabetes prognosis, cancer detection,
and so on [20].

Random Forest Simplilied
2.1.4.2 Random Forest : res plifie

Random forests, also known as Instance

randomly forested forests, are an s (Y | :

integrated learning strategy for 2o 4 =
segregation, retrieval, and other o o R o«
activities that involv_es the training of a AAADN AXAAA " XRAAA
large number of deciduous trees. Tree-] Tree-2 Tree-n
Random forest clearing is a class picked

by many trees during segregation Class-A Class-B Chase D
processes. The average rate or Majority-Voting

projection for each tree is reversed with
retrospective procedures. In their
training set, random decision-making Figure 4: Random Forest, Source: Wikipedia
forests correct the practise of overcrowded

deciduous trees. 587-588 Although random forests frequently make outstanding
decisions, their accuracy lags behind that of advanced trees. However, data
characteristics can have an impact on their performance.

Fmal-Class
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2.1.4.3 K-Nearest neighbour o)
The KNN algorithm is a sort of supervised
machine learning technique that can be utilised

for both editing and retrospective tasks. *

P g - - ’ 3 Nel s
However, it is mostly utilised in the industry to OMR
discern between anticipated problems. The K-

New Data

® *e
. 1 X Category B
nearest neighbours (KNN) algorithm predicts @ Q\
new data point values based on ‘feature @
similarity," which implies that a new data point point
will be assigned a value based on how closely
the points in the training set are related. Category A

Figure 5: KNN, Source: Wikipedia
2.1.4.4 MLP Classifier

A feedforward Artificial Neural Network of
the Multilayer Perceptron (MLP) class (ANN). MLP is a word that is sometimes
loosely used to any ANN feedforward, and other times exclusively applied to
networks made up of multiple layers of perceptron (with threshold activation) When
there is only one hidden layer in a multilayer perceptron, it is frequently referred to as
a "vanilla" sensory network. There are at least three layers in the MLP:
i.e., 1. Input layer, 2. Hidden, and 3. Output layer. Each node is a neuron that uses the
indirect opening function in addition to the input nodes..

Hidden Layer

Input Layer

Input 1

Input 2

Input 3

0o
soos
Y

Figure 6: MLP, Source: becominghuman.ai

2145 svMm
SVM, or Support Vector Machine, is a common and popular Supervised Learning
technique for classification and regression problems. However, in Machine Learning,
it is mostly utilised to solve classification difficulties.

The SVM algorithm's purpose is to produce a better line or decision line that can
divide n-dimensional space into classes so that a data point can be conveniently
placed in the proper category in the future. The hyperplane is the optimal decision-
making limit.

e

MAJOR PROJECT THESIS: CANCER TYPE CLASSIFICATION USING GENE EXPRESSION DATA




18| Page

SVM chooses the points that help in the formation of the hyperplane. Supporting
vectors are the extreme instances, which is why the technique is termed as the Vector
Support Machine. Take a look at the diagram below, which shows two distinct
categories separated by resolution or hyperplane.

Lo

Figure 7: SVM, Source: Wikipedia

2.1.5 Semi-Supervised Learning:

Supervised Learning is a machine learning method that combines the labelled data during
training. Slight supervised learning falls between supervised Learning (without labelled data,
training data) and supervised reading (with labelled training data only). It is a special
occasion for weak surveillance.

When data without label is used with a small amount of labelled data, it can produce
significant improvements in reading accuracy. Obtaining data with a reading problem label
usually requires a competent agent (e.g., to record audio part) or physical examination (e.g.,
to specify a 3D protein structure or to determine if there is oil somewhere). The costs
associated with the labelling process may make large, well-labelled training sets impossible,
while unregistered data acquisition costs more. In such cases, reading with little supervision
can be very helpful.

While classifying the normal and cancerous some tuples get misclassified and those errors
grouped into misclassification. And the Misclassification rate can be classified into the false
positive rate and the false negative rate [18]. With varied asymmetric weights for
misclassification mistakes, a ROC curve (Receiver Operating characteristics curve) can be
used to estimate the "power" of a classification technique.
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Chapter-3: Methodology

MAJOR PROJECT THESIS: CANCER TYPE CLASSIFICATION USING GENE EXPRESSION DATA




20| Page

3.1 NIH: GDC Portal:

3.1.1 The National Cancer Institute:

The National Cancer Institute (NCI) is a prominent cancer research organisation dedicated to
accelerating scientific discovery and lowering cancer's global impact in the United States and
around the world. The National Cancer Institute is the primary federal institution in charge of
cancer research and education. Its research focuses on a wide range of topics, from working
on the basic science to epidemiology to the clinical trials. The National Cancer Institute's
budget is utilised to support research at universities by supporting the student in the research

field and research centres across the country.

The NCI supports a network of 71 NCI-designated Cancer Centres with a dedicated focus on
cancer research and treatment and is also responsible for maintaining the National Clinical

Trials Network.
3.1.2 GDC (Genomic Data Commons) Data Portal:

The GDC Data Portal is a sophisticated data-driven platform that enables to use modern web
technologies to search and download cancer disease (benign and malignant tumour) data for

research..

D) tnerpscansersermire NP © poecs s a4 s 8 o

Harmonized Cancer Datasets
Genomic Data Commons Data Portal
Get Started by Exploring:

0 Projects # Ex & Analysis 8  Repository

Data Portal SUMMary  psts Release 310 - October 29 2021

PROJECTS PRIMARY SITES CASES

7o & 67 & 85415

FILES GENES MUTATIONS

(649,152 & 23,621 £ 3599319

GDC Applications
The GDC Data Portal is a fobust data-driven platform that allows cancer
researchers and bioinformaticians to search and download cancer data for analysis. The GDC applications include:

8 : = £l &

el
Date Postal Website Data Transfe Tool Documentation Data Submission Potal Legacy Archive Publations

B[

Figure 8: GDC Data Portal, Source: GDC Data Portal
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Key features of the GDC Data Portal are as follows.

2.

Browse harmonized data

The GDC portal allows users to gather details regarding specific aspects of the GDC
harmonized data like related projects, files, annotations, participants, etc. It enables
users to navigate between results and pages in an efficient manner by allowing them

to add more elements to the personalized cart while browsing through the portal.

Access legacy archives

The GDC Data Portal provides access to harmonised GDC data as well as a historical
data repository from TCGA and other NCI studies. It enables users to access the
Legacy Archive Portal, which allows them to search for and retrieve legacy files.
Visually identify data

The visualization feature on the GDC data portal allows users to find the data that
they are looking for to narrow down their research. The visualizations in GDC Data
Portal include various types of tables, charts, and plots.

Search data with filters

The users can easily look for specific data from the huge pool of datasets in the GDC
dataset portal. In order to enhance their search, GDC Portal uses predetermined filters
called facets and smart search technology.

Create personalized cart

GDC allows users to add selected files to their personalized cart. The cart also
provides detailed statistics about the included files for a better understanding of the
data in the cart.

Download data quickly and securely

GDC data Portal enable users with 2 options to download the data, i.e. either directly

from the browser or from the GDC Data Transfer tool.[15]
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3.2 Dataset Preparation:

The preliminary step in the KDD (Knowledge Discovery of Data) Process is to obtain the
relevant data in order to identify and extract critical patterns in the huge dataset. The data
to be processed should be in a consistent state because the dataset is the evidence base for
building data mining models. If some significant attributes are missing, then the entire

study may be unsuccessful.

So, it is important to convert the “raw” data into a clean and efficient dataset using the
techniques of Pre-processing and cleansing. Here, data reliability is improved which
includes handling missing quantities and removing noise and outliers. In the next stage,
the appropriate dataset is created for data mining, this is referred to as Data
Transformation. Now, the data is completely transformed from a raw state to a

processed dataset ready for application of data mining and machine learning algorithms.

Steps for Dataset preparation

Data Collection — The very first step in dataset preparation is identifying the relevant data

for the project and then collecting and preparing the sample data.

Data Pre-processing — After preparing the sample data, it is exposed to various data pre-
processing techniques to convert it into an efficient dataset that could be fed to an ML model.

The data pre-processing techniques are:

e Data cleaning — Dealing with noisy, inconsistent, and missing values.

e Data integration — The data is structured in order to eliminate data redundancy and
increase data integrity; the data is organised according to a sequence of normal forms.

e Data reduction — This allows us to have a condensed representation of the data set
that is less in size but yet maintains its integrity.

e Low variance Attributes having variance less than the threshold is removed.

e Data transformation — This transforms the data into an appropriate form for Data
Modelling.
Aggregation — Aggregation operations are applied on the dataset to come up with

new attributes.
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Normalization — The data is normalised i.e. scaled between a smaller range.

Discretization — In this, raw values are replaced by discrete intervals.
3.3 Methodology:

% First, we explored the GDC Data Portal to find RNA and gene expression data
pertaining to different types of cancers.
+«+ Using the smart search technology of the GDC Data Portal, we were able to retrieve
the relevant data by applying certain filters in the data repository.
< The filters that we applied are as follows,
o Data Category — Transcriptome profiling
It's a tool for identifying genes that have comparable expression patterns. It's
utilised to figure out how a cell type's genetic control works. A transcriptome
is a collection of messenger ribonucleic acid (RNA) molecules that an
organism expresses. It refers to the small percentage of genetic material that is
transcribed into RNA molecules, and it provides details on the important

biological activities that keep the cell functioning.

o Data Type — Gene Expression Quantification
Gene expression can be defined as the conversion of genetic information into
RNA or protein and it helps us to use the information encoded in the genes. By
linking the expression of certain genes to biological processes helps in
understanding the gene function.
Gene Expression Value gives us the RNA-Seq Count Value, i.e. number of
RNA transcripts that make the corresponding protein.

o Experimental Strategy — RNA-Seq
It is a sequencing method that is used to determine the gene expression levels
and further generate a gene expression profile for tumor samples of different
cancer types to decide which gene expression levels are responsible for tumor
development.

o Workflow Type - HTSeq FPKM
It's a straightforward way for normalising expression levels. The read count is
normalised depending on the length of the gene and the total number of
mapped reads.

The following is the formula for calculating FKPM values:
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FPKM =[RMg *109 ]/ [RMt * L]
*RMg: The number of reads mapped to the gene

*RMt: The total number of reads mapped to protein-coding sequences in the

alignment.

*L: The length of the gene in base pairs [13] L: The length of the gene in base
pairs [13]

NATIONAL CANCER INSTITUTE
GDC Data Portal

Files Cases
Add

~ Search Files

Q, e.g. 142682 bam, 4fBe2e7a-b

~ Data Category

transcriptome profiling

~ Data Type

# Home 0 Projects

<
a File Filter
(2]
9 Files (17,753) Cases (15,500)
# Files Primary Site
:
A\
2 S

Gene Expression Quantification

~ Experimental Strategy

RNA-Seq

~ Workflow Type

HTSeq - Counts
HTSeq - FPKIM
HTSeq - FPKIM-UGQ
STAR - Counts

ooeo

~ Data Format

O wxt

~ Platform

No data for this field

~ Access

(] open

#Files = “

o
# Files
Showing 1 - 20 of 17,752 Tiles 7.88 GB
o El-  Access File Name
s =2 &open 28173f93-70Cd-45D5-958- 089, FPKIM.IXL.OZ
- &open 4022b015-99bb-4db7-9769-196609018011 FPKIM 1x1.0Z
- &open d3542190-6265-4024-972c- EPKIM xt.0z
= - &open £556bf1a-8c0a-414a-a75e-3dda0as19H1d. FPKIM ixt gz
- &open 8546cbBa-fad9-4724-9881-5b001572e78d. FPKM.ixt gz
= &open 1565682-eab0-4192-9c2a-0029c343b815 FPKM txt gz
# Files
- &open d40bae5d-74ea-4168-890b-38ccc04e3e33 FRKM ixt gz
- & open 5e a-2897-42c6-bced-bbe7df2ar8d0. FPKM. txt g.
- &open Sces6dfe-8ac5-4342 b97e-a39397ba0480. FPKIM.IXLOZ
# Files
- &open 40613946-93€9-4893-DDCE-17022a09cC0a. FPKM. Ixt. 92
- &open 210d52318-3001-49dc-380-59426c0528 1. FPKM txt. g2
. - &open bebschA1-7dal-4128-9dcd-2d0can7 c4515, FPKIM.txt 0z
iles
17,753 - &open 5b01befa-e70d-450a-875c-d0ec?3abed5c FPKM.ixt gz
g p: g.

Figure 9: Data Filters, Source: GDC Data Portal

« After applying the relevant filters and selecting the primary site of cancer, we added

the files to the cart and downloaded the ‘Manifest’ for the same.

Files (1,567) Cases (1,373)

Primary Site

> ©®© 6 ©

= Add All Files to Cart | & Manifest | View 1,373 Cases in Exploration

Project Data Category Data Type Data Format

Show More
Showing 1 - 20 of 1,567 files [E 737.32 MB = 15 JSON Tsv

B1-  Access  FileName Cases Project Data Category Data Format File Size Annotations
= &open 391676ca-€930-4704 9060 EPKM.1xt.0z 1 TCGA-DLBC Transcriptome Profiling T 1497.86 KB 0
= &open d0e7c2bb-786¢-4ha7-9498-147263d67 311 FPKM.IXL.0Z 1 HCMI-CMDC Transcriptome Profiling T 334.22 KB [
- &open 0b03521 439614 EPKM txt.0z 1 CPTAC2 Transeriptome Profiling TXT 32018 KB. o
= &open €830a152-h230-4866-hBaB-eTIC0062ced FPKIM X1 07 1 CPTAC2 Transcriptome Profiling T 302.95 KB 0
- &open boB7902d-B8671-47e5-ab 170a57bb2 FEKM b gz 1 CPTAC2 Transcriptome Profiling T 30851 KB 0
= &open fag6e-63ec-4a1-8615-bbd7b373c31. FPKM 1xt.0Z 1 CPTAC2 Transcriptome Profiling T 304.96 KB 0
- &open 97d6CdIT-CB6T-4449-adfd EPKM.0xt.gz 1 CPTAC2 Transcriptome Profiling T 308.91 KB [
- &open 46916-A727-4350-839b-132562341212 FPKM.1xt 07 1 CPTAC2 Transcriptome Profiling TXT 30564 KB o
- &open 725a1996-197-471-990; 0 FPKM.ixt.0Z 1 CPTAC2 Transcriptome Profiling T 309.06 KB 0
= &open 26921758-1436-45b1-bibe-04121d034bed FPKM ixt gz 1EPTAC? Transcriptome Profiling T 30853 KB o
- &open 43362931-8601-4004-274C-0c3a1B400813 FPKM.{xt.0Z 1 CPTAC2 Transcriptome Profiling T 300.07 KB 0
1.EPKM.bet.gz [

[k |

&open 28208804-6246-4933-D0bc-Te:

Transcriptome Prefiling TXT 310.21 KB
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Figure 10: Data Cart, Source: GDC Data Portal

< The manifest file was then uploaded on the GDC Data Transfer Tool which we had

downloaded from the GDC site.

™ GDC Data Transfer Tool

File View Help

NATIONAL CANCER INSTITUTE 3 D load
GDC DTT Desktop = Downioa! % IN PROGRESS

Grabbing metadata for 1500 files out of 1519, please
wait

Related Files & Annotations| =

Token Status: No Token File A | @l v1.0.0

B ¢ v

O Name uuib Access Size Related Files Annotations Status Speed Log

Unstarted (0)

Figure 11: GDC Data Transfer Tool

< After downloading we got FPKM files as tab-
delimited files with Ensemble gene IDs in the first
column and expression values in the second column
after downloading the files via the GDC Data

Transfer Tool.

« The same procedure was repeated for downloading

<,

the FPKM files for all the 5 cancer types (Brain,

Kidney, Breast, Liver, and Stomach)

< The FKPM files for the 5 cancer types were then
later converted to .csv format on Microsoft Excel

for data manipulation and cleaning.

MAJOR PROJECT THESIS: CANCER TYPE CLASSIFICATION USING GENE EXPRESSION DATA

File Edit Format View Help

ENSGO@000242268.2 1.52310159826
ENSGOeeee27a112.3 0.42689707@983
ENSGRReRe167578.15 3.76307067468
EN5GOGR00273842.1 9.332739118388
ENSGO@Qoee78237.5 5.34440883008
ENSGO@epe146083.1@ 16.5343711559
ENSGOR0R0225275.4 9.0
ENSGDR0R0158486.12 9.00867434867456
EN5GO@000198242.12 144.411605192
ENSGO@Ree259883.1 9.168311616305
ENSGOee00231981.3 9.0
EN5GR0000269475.2 9.0
EN5GO@000201788.1 9.0
ENSGO@ere1341e8.11 33.0408269698
ENS5GOe000263089.1 9.0151563018187
ENSGPR0Re172137.17 1.54939589478
ENSGO@Qeel1677@.7 7.78277345478
ENSGO@Q00234943.2 9.0
ENSGoeeee24@423.1 9.153997139444
ENSGD000E060642 .9 2.46209238251
EN5GBP0000271616.1 9.0
ENSGO@000234881.1 9.0
ENSGOeeee236040.1 9.0
ENSGPeeee231185.1 9.0523470174148
ENSGOGeee243044.1 9.0
ENSGO@000182141.8 3.91815461157
ENSGO@0R0269416.4 1.29925741919
ENS5GOe000264981.1 9.0

nnnnnnnnnnnnnnnnnnnnnnnnnnn
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Figure 13: Dataset before cleaning and integration

A B D E ; g H I ) 4 L M N
BRAIN KIDNEY BREAST liver and intrahepatic bile ducts Stomach |
ENSG00000242268.2  1.523101598 ENSG00000000003.13 19.8286 ENSG00000242268.2 0 ENSG00000242268.2 0.061253732 ENSG00000242268.2 0
ENSGOO000270112.3 0426887071 ENSG00000000005.5 04751 ENSGOD000270112.3  0.007055003 ENSG00000270112.3 0 ENSGO0D002701123  0.00817977
ENSG00000167578.15  3.763070675 ENSG00000000419.11 33.6306 ENSG00000167578.15 2.778368413 ENSG00000167578.15 3.262405588 ENSG00000167578.15  6.203430605
ENSG00000273842.1  0.332739118 ENSG00000000457.12 3.5494 ENSG00000273842.1 0 ENSG00000273842.1 0 ENSG00000273842.1 0
ENSGOOODD078237.5  5.34440883 ENSGO0000000460.15 17322 ENSGOOD00078237.5 4167733087 ENSGO0000078237.5 1297641224 ENSGO0000078237.5 4216048833
ENSG00000146083.10 16.53437116 ENSG00000000938.11 3.3539 ENSG00000146083.10 14.29348218 ENSG00000146083.10 2763596657 ENSG00000146083.10 19.46372395
ENSG00000225275.4 0 ENSGO000000071L14  56.8317 ENSGOD000225275.4 0.064007881 ENSGO0000225275.4 0 ENSGO0000225275.4 0
ENSG00000158486.12  0.0085674349 ENSG00000001036.12 23.0282 ENSG00000158486.12 0.016891922 ENSG00000158486.12 0 ENSG00000158486.12  0.076940957
ENSG00000198242.12  144.4116052 ENSG00000001084.9 5.6486 ENSG00000198242.12 123.76932 ENSG00000198242.12 113.0220279 ENSG00000198242.12  353.4035466
ENSGO0000250883.1  0.168311616 ENSGOO000001167.13  5.5201 ENSG0D000250883.1 0 ENSG00000259883.1 0112814914 ENSGO0000250883.1  0.135719457
ENSG00000231981.3 0 ENSG00000001460.16 1.9928 ENSG00000231981.3  0.049520508 ENSG00000231981.3 0 ENSG00000231981.3  0.172246422
ENSG00000269475.2 0 ENSGO0000001461.15 200712 ENSGOD000260475.2 0 ENSGO0000269475.2 0 ENSG00000260475.2 0
ENSG00000201788.1 0 ENSG00000001497.15 3.9256 ENSG00000201788.1 0 ENSG00000201788.1 0 ENSG00000201788.1 0
ENSG00000134108.11  33.04082697 ENSG00000001561.6 12.3742 ENSG00000134108.11  38.92205988 ENSG00000134108.11 12.68868081 ENSG00000134108.11  15.17509763
ENSGO0000263080.1  0.015156302 ENSGO0000001617.10  3.8014 ENSGOD000263088.1 0.042163572 ENSG00000263089.1 0 ENSGO0000263080.1 0136879778
ENSG00000172137.17  1.549395895 ENSG00000001626.13 0.2262 ENSG00000172137.17  0.794930644 ENSG00000172137.17 0.008512458 ENSG00000172137.17  0.946242748
ENSGOO0OD167700.7  7.782773455 ENSGOO00D01620.8 116663 ENSGOD000167700.7  7.841897048 ENSGO0000167700.7 2138225302 ENSGOOD0OI67700.7 2027258338
ENSG00000234943.2 0 ENSG00000001630.14 0.5478 ENSG00000234943.2 0 ENSG00000234943.2 0.076905658 ENSG00000234943.2  0.277558889
ENSG00000240423.1  0.153997139 ENSG00000001631.13 7.9401 ENSG00000240423.1 0 ENSG00000240423.1 0 ENSG00000240423.1  0.016556915
ENSGOO0000G06429  2.462082383 ENSGO0000002016.15 46645 ENSGODD0060642.9 4456516262 ENSGO0000060642.9 7.852745286 ENSGO0D000606429 4145984618
ENSG00000271616.1 0 ENSG00000002079.11 0.0259 ENSG00000271616.1 0 ENSG00000271616.1 0 ENSG00000271616.1 0
ENSG00000234881.1 0 ENSGO0000002330.12 16,6279 ENSGO0000234881.1 0 ENSG00000234881.1 0 ENSG00000234851.1 0
ENSG00000236040.1 0 ENSG00000002549.11 39.2113 ENSG00000236040.1 0 ENSG00000236040.1 0 ENSG00000236040.1  0.021033106
ENSG00000231105.1  0.052347017 ENSG00000002586.16 24.3206 ENSG00000231105.1  0.072812526 ENSG00000231105.1 0 ENSG00000231105.1  0.514967469
ENSG00000243044.1 0 ENSG00000002587.3 0.8026 ENSGOD000243044.1 0 ENSGO0000243044.1 0 ENSG00000243044.1 0
ENSG00000182141.8  3.910154612 ENSG00000002726.18 88.6557 ENSGO0000182141.8  3.274243827 ENSG00000182141.8 0.204755882 ENSG00000182141.8  1.203483248
ENSG00DD260416.4  1.299257410 ENSGO0000D02745.11  0.2089 ENSGOD000260416.4  0.043811226 ENSG00000269416.4 0.030787929 ENSGO0D00260416.4 1866751953
ENSG00000264981.1 0 ENSG00000002746.13 0.4542 ENSG00000264981.1 0 ENSG00000264981.1 0 ENSG00000264981.1 0

< There were certain Ensemble IDs in the dataset which had gene expression values

equal to zero, so we removed the rows from each cancer type having zero gene

expression values so that there is no redundancy in the final dataset.

< As the number of observations (rows) for each cancer type was not the same, we

performed data reduction and selected 2500 instances of each cancer so that there is

uniformity in the data for each and every cancer type.
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A

1

2 |Gene name

3 |ENSGO0000242268.2
4 |ENSGOD00D270112.3
5 |ENSGODDOD167578.1%
6 |ENSGODD00273842.1
7 |ENSGO0000078237.5
8 |ENSGO0D00146083.10
9 |ENSGOD00D158486.12
10 | ENSGODDD0198242.12
11 |ENSGO0000259383.1
12 |ENSGO0000134108.11
13 | ENSGOODD0263089.1
14 ENSGOO0D0172137.17
15 |ENSGODDD0167700.7
16 ENSGO0000240423.1
17 |ENSGOO000060642.9
18 ENSGO0000231105.1
19 |ENSGODDD0182141.8
20 ENSGOO00D269416.4

ge

B C D E F G H J | K
BRAIN KIDNEY BREAST Liver and intrahepatic bile ducts Stomach
Gene Classification Valu Gene name Gene Classification Valu Gene name Gene Classification Valu Gene name Gene Classification Valu Gene name Gene Classification Value
1523101598 ENSGOOCO0000003.1: 19.8286 ENSGO0000270112.3 0.007055003 ENSGOO000242268.2 0.061253732 ENSGOOD0D0270112.3 0.00817977
0426837071 ENSGD0O000000005.5 0.1751 ENSGO0000167578.1¢ 2778368413 ENSGOO00D167578.15 3.262405588 ENSGDO000167578.1° 6.203430605
3763070675 ENSGO0O000000419.1: 33.6306 ENSGO0O0D078237.5 4167733097 ENSGOOODD078237.5 1227641224 ENSGOOD00078237 5 4216048833
0.332739118 ENSG00000000457.11 3.5494 EN3GO0000146083.1( 14.29348218 ENSGO0O000146083.10 2.763596657 ENSG00000146083.1( 18.46372395
5.34440883 ENSGDOOC0O000460.11 1.7322 EN3GOC000225275.4 0.064007891 ENSGO0O000198242.12 113.0220279 ENSGOOD0O0158486.10 0.076940957
16.53437116 ENSGDOCO0000938.1: 3.3539 ENSGO0000158486.1: 0.016891922 ENSGO0O000259883.1 0112814914 ENSGOOC00198242.10 353.4035466
0008674349 ENSGO0O000000971.1¢ 56.9317 ENSGO0000158242 11 12376932 ENSGO0OD00134108.11 12 68868081 ENSGDO000255883.1 0135713457

0172246422

144.4116052 ENSGOO000001036.11 23.0282 ENSGO0000231981.3 0.049520508 ENSGO0O000172137.17 0.008512458 ENSGOOD00231981.3

0.168311616 ENSG0O000001084.9 5.6486 ENSGO0000134108.17 38.92205988 ENSGOO000167700.7 2138325322 ENSGOO000134108.17 1517509763
33.04082697 ENSGOOCO0001167.1% 5.5291 ENSGO0000263089.1 0.042163572 ENSGO0O000234943.2 0.076805658 ENSGOODD0263089.1 0.136879778
0015156302 ENSGOO000001460.1¢ 19928 ENSGO0000172137.17 0.794830644 ENSGOOODDDR0G429 7852745296 ENSGOOD00172137 17 0346242748
1549395895 ENSGO0O000001461.1¢ 290712 ENSGO0O00167700.7 7.841897048 ENSGO0O000182141.8 0.204755882 ENSGOOD00167700.7 20.27358339
7.782773455 ENSG000000014487.11 3.9256 ENSGO0000060642.9 4.456516262 ENSGOOOD0269416.4 0.030787929 ENSG0O000234943.2 0.277558889
0.153997139 ENSG0O000001561.6 12.3742 ENSGO0000231105.1 0.072812526 ENSGOO000185105.4 0.005897769 ENSG00000240423.1 0.016556915
2.462092383 ENSGOO000001617.10 3.9914 ENSGO0000182141.8 5.274243827 ENSGOO000102174.8 0.131705757 ENSGOOD0D00G0642.9 4.145984618
0052347017 ENSG0OO000001626.12 0.2262 ENSGO00D00269416.4 0043811226 ENSGO0O00D166391.13 6.896360171 ENSGOO000236040.1 0021033106
3910154612 ENSGDO000001629.8 116663 ENSGO00D00275265.1 0.039670825 ENSGOOO00070087.12 1698307192 ENSGOO000231105.1 0514367469
1.299257419 ENSG0O0000001630.1¢ 0.5478 ENSGO0000185105.4 0.029373841 ENSGOO000153561.11 8.320058473 ENSGOO000182141.8 1.203483248

21 |ENSG00000275265.1 0.09506832 ENSGOC000001631.12 7.9401 ENSGOQ000233540.1 0.091162753 ENSGO0000269148.1 0.056924279 ENSGOO000269416.4 1866751953
22 ENSGO0D00185105.4 0.149583696 ENSGO0O0O00002016.1¢ 46645 ENSGO0000102174.8 0.161162725 ENSGOD0D00179262.8 29.98789942 ENSGOOOD0185105.4 0919535211
23 |ENSG0O0000102174.8 1.206075063 ENSGO0O0O00002079.1: 0.0259 ENSGO0D00166391.13 0.715205829 ENSGO0D000214198.6 0.050311999 ENSG00000102174.8 0173743865
24 |ENSGO0000271647.1 0.015470703 ENSGOOO00002330.1: 16.6279 ENSGO0O000270469.1 0.044513502 ENSGOO000258630.1 0.034089868 ENSGO0O000166391.13 13.02497563
25 |ENSGO0000166391.12 0.005225427 ENSGOO000002548.1: 39.2113 ENSGO0000070087.1: 5.918794758 ENSGO0000127511.8 1603772553 ENSGDOOD0270469.1 0.025805105
26 |ENSG00000270469.1 0.133341817 ENSGDOO00002586.1¢ 24,3206 ENSGO0000266261.1 0.063223205 ENSGOO000095587.8 0.01244964 ENSG00OD0070087.12 5.359742842
27 | ENSGO0D0D070087 .12 181.7635797 ENSGDO0OD0D02587.8 0.8026 ENSGO0000153561.1: 15.64671192 ENSGO0D0D00064601.15 75.02347842 ENSGO0OOD0266261.1 0036651384
28 |ENSGO0000280038.1 0.006456132 ENSGOOO00002726.1¢ 88.6557 ENSGO0O000269148.1 0.118129746 ENSGD0D0D00227766.1 11.95650634 ENSGO0O0D0153561.1: 5.398079831
29 |ENSGO0000266261.1 0.719672174 ENSGOO0O00002745.1: 0.2089 ENSGO0000273406.1 0.037920641 ENSGOO000008517.15 319.2575414 ENSGO0000269148.1 0.41088888
30 | ENSGO0000153561.11 9.437633563 ENSGOO000002746.1¢ 0.4542 ENSGO0000179262.8 34.30206118 ENSGO0000215246.5 0.420496371 ENSGO0000179262.8 40.19805268
31 ENSGOD0000269148.1 0.452943303 ENSG00000002822.1¢ 2.687 ENSGO0000214193.6 0.182239219 ENSGO0000236893.1 0.094595214 ENSGOO000214158.6 0.033014577
32 |ENSGOD00D0179262.8 4251424371 ENSGO0O000002834.1¢ 19.1559 ENSG0O0000258630.1 0.04244615 ENSGODD0D088179.7 0.469059223 ENSGD0OOD0278099.1 0126836002
33 ENSGO0000214198.6 0.081885633 ENSG00O000002919.1: 8.2342 ENSGO0000127511.8 5.015893715 ENSGOO0D00070081.14 7.35714405 ENSGO0000166368.2 0.037708
34 | ENSGO0000234900.1 0.029668097 ENSG00000002933.6 42,0323 ENSGO0000225268.2 0.020687937 ENSGO0000275479.1 0.252849706 ENSGO00D0234900.1 0.086123211
35 |ENSGO0000127511.8 11.27358953 ENSGO0O000003056.6 43.8346 ENSGO0000214062.5 0.02493125 ENSGO0000261789.1 0.008722453 ENSG0O0OD0258630.1 0.012303316
36 |ENSGODODD225269.2 0.012394294 ENSGO0O0O00003096.1% 1.5306 ENSGOODD0D095587.8 0.057576476 ENSGODD0D0161558.9 1.077167531 ENSGO0O0D0127511.8 5.016792335
37 |ENSGO000D0214062.5 0179237923 ENSGD0O000003137.7 0.4637 ENSGO0D00274219.1 0.019879103 ENSGDD0D00276644.3 0.010760227 ENSGOOOD0095587.8 0.06162073
38 | ENSGOOOOD095587.8 0.275955888 ENSGO0O0O00003147.1¢ 3.1363 ENSGOO000064601.11 15.77545292 ENSGOO000196167.8 0.069719695 ENSGO0O000064601.11 55.07164609
39 | ENSGOOOODD64601.15 22.23743939 ENSGOO000003248.1% 1.417 ENSGO0000227766.1 3.326476538 ENSGO0O000179833.4 2.798138932 ENSGO00D0227766.1 493165964
40 |ENSG00000227766.1 2.330514168 ENSGDO0O00003393.1: 3.1603 ENSGOO000008517.18 2.266824785 ENSGO0000064225.11 2.517559541 ENSGOOOD0008517.18 68.59460135
41  ENSGO0D0D0DDB517 18 3.201408626 ENSGO0O0O00003400.1¢ 3.4163 ENSGO0000215246.5 0.020735468 ENSGDD0D00057294.12 0.953000104 ENSGD0OOD0215246.5 0282485121
Sheet1 | Sheet2 ]
Figure 14: Dataset after data cleaning and integration
<+ For this dataset to be used for creating a Machine Learning model, it was imperative
H
to represent different cancer types in encoded form. So, each cancer type was binary
encoded.
< The binary encoding of various cancer types is as follows,

o Brain-[1,0,0,0,0]

o Kidney -10,1,0,0,0]
o Breast-[0,0,1,0,0]

o Liver—[0,0,0,1,0]

o Stomach - [0,0,0,0,1]
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L26 - b
A B C D E F G H

1 |Ensemble_ID Gene_exp_val |Brain |Kidney |Breast | Liver |Stomach
2 |ENSG00000242268.2 1.523101598

3 |ENSG00000270112.3 0.426897071

4 |ENSG00000167578.15 | 3.763070675

5 |ENSG00000273842.1 0.332739118

6 |ENSG00000078237.5 5.34440883

7 |ENSG00000146083.10 | 16.53437116

8 |ENSGD0000158486.12 | 0.008674349

9 |ENSG00000198242.12 | 144.4116052

10 |[ENSG0O0000259883.1 0.168311616

11 |[ENSGO0000134108.11 | 33.04082697

12 |ENSGO0000263089.1 0.015156302

13 |ENSG0O0000172137.17 | 1.549395895

14 |ENSG00000167700.7 7.782773455
15 |[ENSG00000240423.1 0.153997139
16 |ENSG00000060642.9 2.462092383
17 |[ENSG00000231105.1 0.052347017
18 |[ENSG00000182141.8 3.910154612
19 |ENSG00000269416.4 1.299257419
20 |ENSG00000275265.1 0.09506832
21 |[ENSG00000185105.4 0.1459583696
22 |[ENSG00000102174.8 1.206075063
23 |[ENSG00000271647.1 0.015470703
24 |ENSG00000166391.13 | 0.005225427
25 |ENSG00000270469.1 0.133341817
26 |[ENSGO0000070087.12 | 181.7635797

27 |ENSG00000280038.1

0.006456132

28 |[ENSG00000266261.1

0.719672174

29 |ENSG00000153561.11

8.437633563
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Figure 15: Dataset with binary encoded values associated with different cancers

+ Data Normalization
It was found that the attribute values for ‘Gen_exp val’ were on different scales,
so we applied Min-Max normalization on the ‘Gen_exp_val’ column in order to

create a better data model using the following formula,

X(normalized) = (X - X(min) / (X(max) - X(min) )
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| Min

0.00019908 7647.17 0.000705

H1 - S Norml_gene_exp_val

A B C D E F G H
1 |Ensemble_ID Gene_exp_val |Brain |Kidney |Breast |Liver |Stomach | Norml_gene_exp_val [Max
2 ENSG00000242268.2 1.523101598 1 0 0 0 0
3 |ENSG00000270112.3 0.426897071 1 0 0 0 0 5.5732E-05
4 | ENSG00000167578.15 | 3.763070675 1 0 0 0 0 0.000491995
5 ENSG00000273842.1 0.332739118 1 0 0 0 0 4.34192E-05
6 ENSG00000078237.5 5.34440883 1 0 0 0 0 0.000698782
7 ENSG00000146083.10 | 16.53437116 1 0 0 0 0 0.002162064
8 ENSG00000158486.12 | 0.008674349 1 0 0 0 0 1.04215E-06
9 ENSG00000198242.12 | 144.4116052 1 0 0 0 0 0.018884229
10 ENSGO0000259883.1 0.168311616 1 0 0 0 0 2.19175E-05
11 |[ENSG00000134108.11 | 33.04082697 1 0 0 0 0 0.004320569
12 ENSG00000263089.1 0.015156302 1 0 0 0 0 1.88978E-06
13 ENSG00000172137.17 | 1.549305895 1 0 0 0 0 0.000202518
14  ENSG00000167700.7 7.782773455 1 0 0 0 0 0.00101764
15 ENSG00000240423.1 0.153997139 1 0 0 0 0 2.00456E-05
16 ENSG00000060642.9 2.462092383 1 0 0 0 0 0.000321869
17 [ENSG00000231105.1 0.052347017 1 0 0 0 0 6.75311E-06
18 ENSG00000182141.8 3.910154612 1 0 0 0 0 0.000511228
19 ENSG00000269416.4 1.299257419 1 0 0 0 0 0.000169808
20 ENSG00000275265.1 0.09506832 1 0 0 0 0 1.23397E-05
21 ENSG00000185105.4 0.149583696 1 0 0 0 0 1.94685E-05
22 ENSG00000102174.8 1.206075063 1 0 0 0 0 0.000157623
23 ENSG00000271647.1 0.015470703 1 0 0 0 0 1.93089E-06
24 |[ENSG00000166391.13 | 0.005225427 1 0 0 0 0 5.91143E-07
25 ENSG00000270469.1 0.133341817 1 0 0 0 0 1.73446E-05
26 ENSG00000070087.12 | 181.7635797 1 0 0 0 0 0.023768648
27 |[ENSG00000280038.1 0.006456132 1 0 0 0 0 7.52079E-07
28 ENSG00000266261.1 0.719672174 1 0 0 0 0 9.40174E-05
29 [ENSG00000153561.11 | 9.437633563 1 0 0 0 0 0.001234042
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Figure 16: Data Normalization

A B o D E F G
Ensemble_ID Gene_exp_val |Brain Kidney Breast Liver Stomach
ENSGO0000242268.2 0.000199028 1 0 0 0 o]
ENSGO0000270112.3 5.5732E-05 1 0 0 0 o]
ENSGO0000167578.15 0.000491995 1 0 0 0 o]
ENSGO0000273842.1 4.34192E-05 1 0 0 0 8]
ENSGO0000078237.5 0.000698782 1 o o o 8]
ENSGO0000146083.10 0.002162064 1 0 0 0 8]
ENSGO0000158486.12 1.04215E-06 1 0 0 0 8]
ENSGO0000198242.12 0.018884229 1 0 0 0 o]
ENSGO0000259883.1 2.19175E-05 1 0 0 0 o]
ENSGO0000134108.11 0.004320569 1 0 0 0 o]
ENSGO0000263089.1 1.88978E-06 1 0 0 0 8]
ENSGO0000172137.17 0.000202518 1 o o o 8]
ENSGO0000167700.7 0.00101764 1 0 0 0 8]
ENSGO0000240423 .1 2.00456E-05 1 0 0 0 8]
ENSGO0000060642.9 0.000321869 1 0 0 0 o]
ENSGO0000231105.1 6.75311E-06 1 0 0 0 o]
ENSGO0000182141.8 0.000511228 1 0 0 0 o]
ENSGO0000269416.4 0.000169808 1 0 0 0 8]
ENSGO0000275265.1 1.23397E-05 1 o o o 8]
ENSGO0000185105.4 1.94685E-05 1 0 0 0 8]
ENSGO0000102174.8 0.000157623 1 0 0 0 8]
ENSGO0000271647.1 1.93089E-06 1 0 0 0 o]
ENSGO0000166391.13 5.91143E-07 1 0 0 0 o]
ENSGO0000270469.1 1.73446E-05 1 0 0 0 o]
ENSGO0000070087.12 0.023768648 1 0 0 0 8]
ENSGO0000280038.1 7.52079E-07 1 o o o 8]
ENSGO0000266261.1 9.40174E-05 1 0 0 0 8]
ENSGO0000153561.11 0.001234042 1 0 0 0 8]

Figure 17: Dataset with normalized Gene expression values
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+ Creating a pandas data frame

We converted the dataset which was in .csv format into a panda’s data frame, which is
a 2-D heterogeneous tabular data structure. Using the panda’s library of the python
programming language, we can perform data manipulation and analysis on any

dataset.

Cancer_dataset.ipynb ¢
File Edit View Insert Runtime Tools Help

+ Code + Text

Figure 18: Python script to create a pandas data frame

Output

Ensemble_ID Gene_exp_wval Brain Kidney Breast Liver Stomach
ENSG00000242266.2 1.990800e-04 1 0 0 0
ENSGO00000270112.: 5.573200e-05 1

ENSG00000167578.15 4.919950e-04 1
ENSGO00000273842.1  4.341920e-05
ENSG000000782375 6.987820e-04

ENSG00000146083.10 2. 162064e-03

ENSGO00000158486.12  1.042150e-06

ENSGOO! 19824212 1.888423e-02
ENSGO00000259883.1 2.191750e-05

ENSG00000134108.11  4.320569e-03
ENSG00000263089.1  1.889780e-06

ENSG00000172137.17
ENSG00000167700.7

ENSG00000240423.1  2.004560e-05

ENSG000000606429 3.218690e-04

ENSGO00000231105.1  6.753110e-06

ENSG00000182141.8 5.112280e-04

ENSGO00000269416.4  1.698080e-04

ENSG000002752651  1.233970e-05

ENSGO00000185105.4  1.946850e-05

ENSGO00000102174.8  1.576230e-04

ENSGO00000271647.1  1.930890e-06

ol © © © © © 0 0 © © 6 0 0 o o o o o e © o o
ol © © © © © & o © © © © © © o o o o e © o o©o
ol © o o 0o 0 0O 0 0o o O o o o o o o o o o o
el e ©& © © © € 0o © © © O O O o o © o © © ©o o o

Figure 19: Pandas data frame
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3.4 Data Analysis:

«» After visualising the data, we can plot the scatter plot of the gene expression data and

can check the data

10 _—
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0 2000 4000 E000 BOOD 10000 12000

Figure 20 plot of gene expression values

As we can see there are some genes whose expression values are more than the avg.

expression values as these can be consider as the important biomarker

% Now after the analysis of the gene

ENSLYIYYYIbY /0L . L/
ENSGE0000844524.9

expression data we can find that there are ENSGO006R91732. 14
. A ENSGE0BBEE49239,11
many genes which are responsible for the ENSG00000096717 .10

ENSGEO00BR88356.5
ENSGE0000881853.14

causing cancer all the five types cancer we ENSGEDOROR70435 . 8
ENSGE0000095203.13
took in our project. ENSGE00AP099849. 12

ENSGO0DRRR69849.9
ENSGO00BRBE9724.15

So, after selecting those genes which are ENSGE0O0OR2529 . 21
. ) ENSGO2000074755.13
present in all five and four types of cancer ENSGE0000B71967 . 10

ENSGE0000100628.10
ENSGE0000879819.15
ENSGO00B0E91592.14
ENSGE0000r62524.14
ENSGE00000346053.13
ENSGE0000085760.13
ENSGE0000100354.19
ENSGO00B0146535.12
ENSGO0000260992.1

ENSGO0000136021.16
ENSGE0000142552.6

ENSGE0000185614.4

EN5SGE0000181649.5

ENSGE0000132953.15
ENSGO0000184271.14
ENSGE0000124596.15
ENSGO0D00144821.8

ENSGE0000139641.11
ENSGE000eee6377.10
ENSGO0000252643.1
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Chapter-4:

Results and Conclusion

In cancer the genes expression data and the clinical data are very useful for the researchers
and the scientist to analysis the type of the cancer and the biological function of the genes and
also can predict the chance of getting cancer (Malignant and Benign).
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After analysing the gene expression, we get the various genes (biomarkers) which are majorly

responsible for causing the cancer in Brain, Kidney, Stomach, Breast, Liver

As the gene expression values of the genes is greater than the 0.05 which is much higher than
the gene expression values of the other genes, and can be consider as the majorly responsible

in causing the cancer.

The genes we get whose value is more than the 0.05 are as follow:

ENSEMBLE_ID GENE_EXP_VALUES BRAIN KIDNEY BREAST LIVER STOMACH

[['ENSG00000198888

['ENSG00000198888

['"ENSG0O0000227097
['ENSG0O0000198888

['ENSG00000198888

["ENSG0O0000090382

['ENSG00000198034.
['ENSG00000134240.
['ENSG00000239951.
['ENSG00000144713.

.2', '0.421934507', '1', 'O0', 'O0', '0"', !
['ENSG0O0000211459.
['ENSG0O0000074800.
.2', '0.15903%148', '0', 'O', '1', '0', 'O
["ENSG00000149925. !
['ENSG0O0000198034.
["ENSGO0000197956.

.2', '0.555072301', 'O0', 'O', 'O', '1', !
['ENSG0O0000211459.
['ENSG00000134240.
["ENSG00000225630.

0']
0']
.5', '0.05242%472', '0', 'O', 'O', '1', '0'],
0']
0']

0']
2', '0.240198852', '1', 'O0', 'O0', '0', '0']
12', '0.143524518', '0', '1', 'O', '0O', '0O'

i5', '0.050142541', '0', 'O', '1', '0",
9', '0.053¢78367', '0', 'O', '1', '0', !
g', '0.1128289%986', 'O', '0O', '1', '0O', '

2', '0.1423%3782', 'O0', 'O', 'O', '1', !
i0', '0.082487431', '0', 'O', 'O', '1'",
i, '0.050067724', '0', '0O', 'O', '0', '1

.21, 'l'[ |Ol’ lOI, 'O', 'Ol, |ll],
['ENSG0O0000211679. 1']
["ENSG00000211459. 1]
.5', '0.0583174%92', '0', 'O', '0O', 'O', '1'7],
1']

2', '0.116433674', '0O', 'O', 'O', '0', "
2', '0.394978443', '0', 'O', '0', '0', !

9', '0.076560264"', '0', 'O', 'O0', 'O", ’
i0', '0.051111419%', 'O', 'O', 'O', 'O', '1'],
1', '0.113469%62', '0', '0', '0', '0"', '1']

11', '0.062445755', '0', '0', '0', '0", 11

Now there are many genes are present in multiple cancers so by checking this:

We get the following data:

ENSG00000198888.2
ENSG00000211459.2
ENSG00000198034.9
ENSG00000134240.10
ENSG00000090382.5
ENSG00000149925.15
ENSG00000197956.8
ENSG00000225630.1
ENSG00000211679.2
ENSG00000074800.12
ENSG00000227097.5
ENSG00000144713.11
ENSG00000239951.1

PR RPRRERERER RPN WS
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Our main biomarker gene is the ENSG00000198888.2 which is present in Brain, Breast, Liver
and stomach

(
(
[
(

Gene name of the ENSG00000198888.2: MT-ND1

It is the Mitochondrially encoded NADH: ubiquinone oxidoreductase core [Source:
HGNC Symbol; Acc: HGNC:7455].

It provides the synthesis for making a protein called NADH dehydrogenase and
present in the active mitochondria

Uniport id: P03886

'ENSG00000198888.2"', '0.421934507', '1', '0', '0O', 'O', '0']
'ENSG00000198888.2"', '0.159039148', 'O', '0', '1', 'O', '0']
'ENSG0O0000198888.2"', '0.555072301', 'O', 'O', 'O', '1', '0']
'ENSG00000198888.2', '1', 'O0', 'O', '0Q', '0', '1']

Gene name of the ENSG00000211459.2: MT-RNR1

It is a Mitochondrially encoded 12s rRNA. [Source: HGNC Symbol; Acc:
HGNC.:7470]

12s rRNA occupied the 1/16 of the entire mitochondrial genome

We found this gene in Brain, Liver and stomach

['ENSG00000211459.2', '0.240198852', '1', '0', 'O', '0O', '0']
['ENSG00000211459.2', '0.1423%3782', '0', '0', '0O', '1', '0']
['ENSG00000211459.2', '0.394978443', '0', '0', '0', 'O', '1']

Gene name of the ENSG00000198034.9: RPS4X

It is a ribosomal protein S4 x-linked , it is a protein coding gene

Cytoplasmic ribosomes catalyse the protein synthesis and consist of small 40s and
large 60s subunits.

Gene ontology of this gene includes RNA Binding and Structural constituent of
ribosomes.

['ENSG00000198034.9', '0.053678367', '0O', '0', '1', '0', '0']
['ENSG00000198034.9', '0.076560264', '0O', '0O', '0O', '0"', '1']

=
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=
@

-
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Figure 21: plot of the gene expression values of the biomarker genes

[=]
.

gene expression value

=]
%]

MAJOR PROJECT THESIS: CANCER TYPE CLASSIFICATION USING GENE EXPRESSION DATA




35|Page

We took another data base based on the data from (source:
https://www.kaggle.com/datasets?search=cancer) based on the image on the grey scale which
consist of radius, texture, perimeter, area, smoothness, compactness, concavity, concave
point, symmetry, fractal dimension.

also these all are divided into the mean, standard error and worst

As the data set distribution consist of the 357 benign and 212 malignant

As we applied the various machine learning algorithm on that database and classified the data
into the malignant and benign

We applied

e Random Forest

e MLP Classifier

e K Neighbours Classifier
e Support vector Machine
e Logistic Regression

Random Forest: Random Forest is the multiple number of decision trees, as in our
project while using the random forest algorithm the no. of tree we used is 100 i.e.
(n_estimators=100).

After using the random forest algorithm, we get the accuracy as follow:

ACCURACY OF THE TRAINING MODEL: 1.0
ACCURACY OF THE TEST MODEL: 0.9649122807017544

MLP Classifier: Multilayer perceptron classifier is a deep learning algorithm which
connects the neural network. While working we used the backpropagation method of the
MLP Classifier and perform the task of classification

After using the MLP classifier algorithm we get the accuracy as follow:

ACCURACY OF THE TRAINING MODEL: 0.9274725274725275
ACCURACY OF THE TEST MODEL: 0.9649122807017544

K-Neighbour classifier:

After using the K-Neighbour classifier algorithm we get the following accuracy:

ACCURACY OF THE test MODEL: 0.9385964912280702
ACCURACY OF THE train MODEL: 0.9428571428571428
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Support Vector Machine (SVM): As it is mainly used for the classification. In our
data and basically it creates the hyperplane between 2 classes

While working on our database we get the accuracy as follow:

ACCURACY OF THE TRAINING MODEL: 1.0
ACCURACY OF THE TEST MODEL: 0.6228070175438597

Logistic Regression: It is also used for the classification problem, in our database we use
d it for the classification of the of malignant and the benign tumour.

After the prediction using the logistic regression algorithm, we got the accuracy of the model
as follows:

ACCURACY OF THE TEST MODEL: 0.956140350877193
ACCURACY OF THE TRAINING MODEL: 0.9582417582417583

Now to compare the 2-classification problem i.e., support vector machine and logistic regress
ion

It is better to create the ROC-curve

so the ROC curve of the following above classification model is:
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Figure 22: ROC-Curve of the SVM and Logistic Regression
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Discussion:

Different studies had been done on the mitochondrial gene (MT gene) and it is found that the
expression of the of these genes in progressive stages of various kinds of cancers. In our
study it is found that the MT genes are responsible for the gene expression to cause various
types of cancer for example in Breast, Brain, Liver Stomach, Kidney. These genes can be
helpful in early risk assessment and the target for the Chemoprevention of the disease

MT genes are considered to be the more adenocarcinomas and it is found that the gene
expression value of the MT genes is relatively higher in the carcinomas that the normal
adjacent tissues,

Also, when it comes to the breast cancer the gene expression value of the of the studied MT
genes is much lower in tubular than the adenocarcinomas

For example: In our study genes expression value of MT genes in various types of cancer:
Brain: '0.421934507', '0.240198852"

Breast: '0.159039148'

Liver: '0.555072301", '0.142393782'

Stomach: '0.394978443',°1.000000°

Although in various studies it comes that the expression value of the MT genes in the late
stages is much higher (3™ and 4" stages) in adenocarcinomas.

To analyse the expression of the genes western blot analysis can be used.

The alteration of the gens could be result in the formation of mtDNA mutation and post
transcriptional modification(mutation) and that can result in the influence of progressive
states of various tumours.

Mitochondrial-encoded genes Primer Sequence

MT-RNR1: Forward: 5'-TAGAGGAGCCTGTTCTGTAATCGAT
Reverse: 5-CGACCCTTAAGTTTCATAAGGGCTA

MT-ND1: Forward: 5'-CCACCTCTAGCCTAGCCGTTTA
Reverse: 5'-GGGTCATGATGGCAGGAGTAAT
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GUI Output:

@ localhost:8501

Cancer Type Prediction Tool

PLOT SIZE =

Plot width Machine Learning Model

1 2 In this Predicting tool Ten real valued features are computed for each cell nucleus

e

Plot height

1

i II"'II....
imm (L am
. 1.
i'i_iii

Figure: 23 Graphic user interfaces of e dictiol

Model data:

@ localhost:8501

Accuracy of Support Vector Machine Model

ACCURACY OF THE TRAINING MODEL

PLOT SIZE

ACCURACY OF THE TEST MODEL

Plot width

Accuracy of Logistic regression Model

1
ACCURACY OF THE TEST MODEL:

Plot height
ACCURACY OF THE TRAINING MODEL

—&— SVM(auc=0.936)
Logistic Regression(auc=0.998)

T T

0.8 1.0

Figure: 24 Graphic user interfaces of the prediction tool
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Cancer Prediction

Information (i)

he e i
ndard deviation from cale values)

ngth)

Submit

Figure: 25 Graphic user interfaces of the prediction tool

Biomarker identifier and predictor

Cancer causing genes(Biomarkers)
In cancer the genes expression data and the dlinical data are very useful for the chers and th ist to analysis the type of the cancer and the biological function of the genes and also can predict the chance of getting cancer (Malignant and

As the gene expression values of the genes is greater than the 0.05 which is much higher than the gene expression values of the other genes, and can be consider as the majorly responsible in causing the cancer

Biomarkers

Gene name of the ENSG00000198: MT-ND1L

Itis the Mitochondrially encoded NADH: ubiquinone oxidoreductase core
Gene Expression Values:

Brain: 0.421934507

Liver: 0.555072301

Stomach: 1.00000000

Biomarker Prediction

Information: Upload the only, me or ID or Ensemble ID and 2nd column with gene expr

& Drag and drop file here

Figure: 26 Graphic user interfaces of the prediction tool
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Appendix-1

# To visualise the entire data set in pandas’ data frame:
import matplotlib.pyplot as plt

import numpy as np

import pandas as pd
data=pd.read_csv('gene_exp_dataset.csv")
data.head(10)

# To check the data information
data.info()

# To describe the data value
data.describe()

#To check the shape of data
data.shape

#To check the count of each ensemble id in the dataset
pd.set_option('display.max_rows', None)
data[ 'Ensemble_ID'].value_ counts()

# To plot the graph of the gene expression values
plt.plot(data['Gene_exp_val'])
plt.legend('Gene Expression Values')

# To append the ensemble id into a list
file2=open('gene_exp_dataset.csv')
data2=csv.reader(file2)
sample=[]
for i in data2:
for j in rows:
if (i[e]==3):
sample.append(i)
len(sample)

# To append the data in a list

import csv

file3=open('gene_exp dataset.csv')

data3=csv.reader(file3)

rowsl = []

for row in data3:
rowsl.append(row)

rowsl.pop(9)

len(rowsl)
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#Data filtration (select only the particular ensemble id which are available
in all 5 or 4 types of cancers)
i=0
j=0
s=[]
while j<len(rowsl):
for i in rows:
a=i[0]
if a == rows1[j][@]:
s.append(rows1[j])
j=j+1
print(len(s))
print(s)

# To check and filter the data whose gene expression value is more than 0.05
check=[]
for 1 in s:
h=float(1[1])
if h>=0.05:
check.append(1)
check

#Append data into a csv file
df = pd.DataFrame(check)

# Append data frame to CSV file
df.to_csv('biomarkers.csv', mode='a', index=False, header=False)

# To visualise the data from biomarker file
datad=pd.read_csv('biomarkers.csv')
datad.head(25)

data4[ 'ENSEMBLE_ID'].value_counts()

# To find the values of selected ensemble id
for i in range(©,len(check)):
if check[1][@]=="'ENSGOPPP0198888.2" :
print(check[i])
for i in range(0,len(check)):
if check[i][0]=="'ENSGOOEEA211459.2" :
print(check[i])
for i in range(©,len(check)):
if check[1][0]=="ENSGOO0O00198034.9" :
print(check[i])
for i in range(©,len(check)):
if check[i][0]=="ENSGO0O000134240.10" :
print(check[i])
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#Plot the graph of biomarkers and its expression value graph
plt.figure(figsize=(10,5))

sb=plt.subplot()

x1=[1,2,3,4]
sb.plot(x1,[0.421934507,0.159039148,0.555072301,1],c="green")
sb.plot([1,2,3],[0.240198852,0.142393782,0.394978443],c="red")
sb.plot([1,2],[9.53678367,0.76560264],c="black")
sb.plot([1,2],[0.082487431,0.051111419],c="yellow")
plt.xlabel("number of cancer")

plt.ylabel("gene expression value")
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Appendix-2

#To visualise the database
import matplotlib.pyplot as plt
import numpy as np

import pandas as pd

import seaborn as sns
data=pd.read_csv('cancer.csv')
data.head(10)

#drop the unused column

data=data.drop(['Unnamed: 32','Unnamed: 33'],axis=1)
#check the no. of features in the database
data.columns

#Check the no. of count of benign and malignamt tumour types
cancertype=data[ 'diagnosis'].value counts()
cancertype

# check the correaltion between the various featues of the database
#tand create the heatmap of the corelation

datacorr=data.corr()

datacorr

plt.figure(figsize=(10,8))

sns.heatmap(datacorr)

#also create the scatter plot

plt.figure(figsize=(15,5))

sb=plt.subplot()

sb.scatter(data[data[ 'diagnosis']=="M"']['texture worst'],data[data[ 'diagnosis’
]=="M"][ 'perimeter_worst'],c="green")

sb.scatter(data[data[ 'diagnosis']=="B']['texture_worst'],data[data[ 'diagnosis’
]=="B'][ 'perimeter_worst'],c="red")

#division of data into training and test

x=data.drop([ 'diagnosis','id"', 'smoothness_se', 'compactness_se'],axis=1)
y=data[ 'diagnosis']

X,y

cancertype={'B':0,'M':1}

y=y.map(cancertype)

y

from sklearn.model_selection import train_test_split

x_train, x_test, y train, y test = train_test split(x, y, test size = 0.2,
random_state=42)

#tapply the random forest

from sklearn.ensemble import RandomForestClassifier
clf = RandomForestClassifier(n_estimators = 100)

MAJOR PROJECT THESIS: CANCER TYPE CLASSIFICATION USING GENE EXPRESSION DATA |




44 |Page

# Training the model on the training dataset

# fit function is used to train the model using the training sets as
parameters

clf.fit(x_train, y_train)

# performing predictions on the test dataset
y_pred = clf.predict(x_test)
y_pred_train=clf.predict(x_train)

# metrics are used to find accuracy or error
from sklearn import metrics
print()

# using metrics module for accuracy calculation

print("ACCURACY OF THE TRAINING MODEL: ", metrics.accuracy_score(y_train,
y_pred_train))

print("ACCURACY OF THE TEST MODEL: ", metrics.accuracy_score(y_test, y pred))

#apply the MLPClassifier

from sklearn.neural_network import MLPClassifier

mlp = MLPClassifier(hidden_layer_sizes=(8,8,8), activation='relu',
solver="adam', max_iter=500)

mlp.fit(x_train,y train)

predict_train = mlp.predict(x_train)
predict test = mlp.predict(x_test)

from sklearn.metrics import classification_report,confusion_matrix
print(confusion_matrix(y_train,predict_train))

#tapply the KNeighbour classifier
from sklearn.neighbors import KNeighborsClassifier
model = KNeighborsClassifier(n_neighbors=2)

# Train the model using the training sets
model.fit(x_train,y_train)

#Predict Output

predicted= model.predict(x_test)

predicted2=model.predict(x_train)

print(predicted)

print("ACCURACY OF THE test MODEL: ", metrics.accuracy score(y test,
predicted))

print("ACCURACY OF THE train MODEL: ", metrics.accuracy_score(y_train,
predicted2))

#apply Support vector machine:
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from sklearn.svm import SVC
svc=SVC(kernel="rbf',random_state=4)
svc.fit(x_train,y_train)

svm_predicted= svc.predict(x_test)
svm_predicted2=svc.predict(x_train)

print("ACCURACY OF THE TRAINING MODEL: ", metrics.accuracy_score(y_train,
svm_predicted2))

print("ACCURACY OF THE TEST MODEL: ", metrics.accuracy_score(y_test,
svm_predicted))

y_svc_pred=svc.decision_function(x_test)
y_svc_pred

#apply the Logistic regression:

from sklearn.linear_model import LogisticRegression
1r_model=LogisticRegression()
lr_model.fit(x_train,y_train)

1r _predicted= 1lr_model.predict(x_test)
lr_predicted2=1r_model.predict(x_train)

print("ACCURACY OF THE TEST MODEL: ", metrics.accuracy_score(y_test,

1r predicted))

print("ACCURACY OF THE TRAINING MODEL: ", metrics.accuracy_score(y_train,
lr _predicted2))

y_1r_pred=1r_model.decision_function(x_test)

y_1lr_pred

#plot the ROC curve between the SVM and Logistic Regression
from sklearn.metrics import roc_curve,auc
lr_fpr,1lr_tpr,thresholdl=roc_curve(y_test,y lr_pred)
auc_lr=auc(lr_fpr,1lr_tpr)
svm_fpr,svm_tpr,threshold2=roc_curve(y_test,y svc_pred)
auc_svm=auc(svm_fpr,svm_tpr)

plt.figure(figsize=(5,5),dpi=100)

plt.plot([@, 1], [9, 1], color="navy", linestyle="--")
plt.plot(svm_fpr,svm_tpr,linestyle="-
',marker=""",label="SVM(auc=%0.3f) '%auc_svm)
plt.plot(lr_fpr,1lr_tpr,marker=".",label="Logistic
Regression(auc=%0.3f) "%auc_1r)

plt.legend()

plt.show()
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Appendix-3 (GUI)

from multiapp import MultiApp
import matplotlib.pyplot as plt
import numpy as np

import pandas as pd

import streamlit as st

import seaborn as sns

from apps import model, prediction,gene_exp

st.title('Cancer Type Prediction Tool')
app = MultiApp()

app.add_app("Machine Learning Model",model.app)
app.add_app("Prediction",prediction.app)
app.add_app("Gene Expression",gene_exp.app)

app.run()
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