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Note: All questions are compulsory. Answer all questions in any section in one pla

table of GF(2%) based on D* + D+ 1 is given at the end of the paper for your use if re

Section A (1 x9 = 9 marks)

1. An experiment has 10 elements in its sample space, X% with probabilities
P1,P2 - --P1o (Which are in increasing order). The probabi changed to p; + A and the
probability of x, is changed to p; — A. What happens to the
2. A set of symbols are coded in ternary format, usj n coding. If the number of symbols
is 15 how many should be combined in the firg
3. The weighted sum of four convex N also be a convex N. True or false? Justify
your answer.

4. The set of polynomials with ¢deffictents 0,1 has addition and multiplication defined in the

iry convolutional code is based on the polynomials 1+D and 1+D°. Is this code

catastrophic?



Section B (3 x4.5 = 13.5 marks)
10. Describe the LZW scheme for source coding. In particular explain how the receiver can
decode a received character which is not in its dictionary. Compare its advantages and
disadvantages viz-a-viz Huffman coding.

11. Explain threshold decoding. Describe the threshold decoder for the (2, 1, 6) convolutlonal

coder with x; = m andx = m;+mi_p +mj_g +m_g.

12. If o is a primitive element of GF(2*), determine the order of o . Discuss the

used. :
Section C - marks)

13. For a DMC with fixed transition probability, show that the mutug)4 t o I(X;Y)isa

convex ( function of the input probability assignment?

14. A (2, 1, 2) convolutional code is based on the function x; mtm;_q +m;_,.

. i 1 11001010.... Also draw the

17. What are the BCH codes?

detect all 1 bit errors.

En a:BCH code based on GF(2*). This code should be able to



Table of field based on D* +D + 1

Element a(t)
0 0000
uf 0001
a 0010
aZ
o’ B +D*+D+1

DPeb+d




