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Abstract

Wireless sensor network (WSN) consists of a large number of small sensing nodes, capable
of sensing any physical quantity like temperature, humidity, rainfall etc. WSNs have created
new opportunities across the spectrum of human endeavors including engineering design and
manufacturing, monitoring and control of systems. Involvement of restrained resources in
the deployment of WSNs makes it a subject of concern. So its usage needs to be energy
efficient in order to maximize operational life of network.

Energy efficient WSN is used to monitor the environment and warns for a mishappening
occurring in future. A merging algorithm is proposed which minimizes the global energy
usage by making sensing nodes to work in sleep and active mode. Merging outperforms
the conventional network’s energy usage by uniformly distributing the load of sensing in
the nodes falling in the same sensing range. Another approach is to have efficient clustering
without requiring the global knowledge of network by using the bottom-up called the Hierar-
chical agglomerative clustering (HAC) which consequently reduces the energy consumption
to a great extent.

Maximum coverage and connectivity is achieved by employing the concept of unique
nodes. In the proposed work, there is no possibility of having any outlier, as all the unique
nodes are connected to some or the other cluster head (CH). In WSNs, the communication
cost is often several orders of magnitude larger than the computation cost, thus the CHs
perform data aggregation to reduce the amount of data to be transmitted.

Multiple sink WSN has an edge over the single sink where very less energy is utilized
in sending the data to the sink, as the number of hops are reduced.The network lifetime
optimization is achieved by re-structuring the network by modifying the neighbor nodes of a
sink.
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1. Introduction

A wireless sensor network (WSN) consists of small low energy sensing nodes capable of
sensing a phenomenon and sending the data to the sink. Advances in the field of wireless
communication, Micro Electro Mechanical Systems (MEMS) technology have led to the
development of low cost ,mulifunctional [1] tiny sensor nodes which consume less power.
WSNs are basically data gathering networks in which data are highly correlated and the
end user needs a high level description of the environment sensed by the nodes[1]. WSNs
are deployed to monitor physical events or the state of physical objects such as bridges in
order to support appropriate reaction to avoid potential damages [2]. The nodes and the
related protocols in a WSN should be designed to be extremely energy efficient as battery
recharging may be impossible [3].

A sensor node cannot function without the power unit as this unit supports all the other
functions in a sensor node. With every sensor node there are two very crucial associated
parameters namely:

• Sensing range (Rs): It is the maximum distance upto which sensing node can sense a
phenomenon.

• Transmission range (Rt): It is the optimum distance over which a sensor node can trans-
mit data.

The basic purpose of WSN is to sense a phenomenon and send it back to the Base Sta-
tion (BS). No human intervention takes WSN to the whole new level and because of this
the WSNs have various applications and can reach where humans can’t, like in battle field
surveillance, disaster prone areas, detection on a gas leak in nuclear power plants etc. The
sensor nodes are deployed in a specific region (inside the phenomenon or close to it) and are
deployed randomly or manually. Typically in WSN, nodes coordinate locally to gather and
process data and send it to common sink[4]. The BS is assumed to contain infinite energy.
Nodes in WSN are driven by limited battery power and are not rechargeable. The energy
contained in a sensor node is consumed in various processes such as sensing, processing
and communication. Since, the nodes have limited operating power, energy optimization
becomes extremely imperative for a WSN to function for a longer time. Energy of nodes and
energy usage are key factors in determining the lifetime of whole network.

One of the most important challenges of a WSN design is to develop a protocol so that the
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randomly deployed numerous sensing units behave in a collaborative, cooperative, coordi-
nated and organized way. Each node needs to send the data to its neighbour nodes and finally
to the sink. Network routing protocol design becomes quite critical in the case of WSNs as
compared to conventional communication networks [5]. Among various proposed network
routing protocols, hierarchical routing protocols or clustering greatly contribute to system
scalability, lifetime, and energy efficiency [6].

Many researches investigating the field of energy optimization of WSN and many energy
efficient routing protocols such as the minimum transmission energy and LEACH[3] (low
energy adaptive clustering hierarchy) protocol have been proposed, where the concept of
clustering, cluster head (CH) and techniques like data aggregation and data fusion are used
which help in increasing the efficiency of the network[7].

Clustering is a useful mechanism in WSNs which helps to cope with scalability problems.
When combined with data aggregation, clustering may increase the energy efficiency of the
network. Moreover, by assigning a special role to the CHs, clustering makes the network
all the more robust and vulnerable to attacks [8]. In direct communication WSN, the sensor
nodes directly transmit their sensed data to the sink without any coordination between the
two. However, in cluster based WSNs, the network is divided into clusters. Each node
exchanges its information only with its CH which transmits the aggregated information to
BS[9]. Data aggregation at CHs causes a significant reduction in the amount of data sent to
the BS and results in saving both energy and bandwidth resources [10]. Effective clustering
algorithm leads WSN to operate efficiently. However, the major challenges are the equal
distribution of each cluster over the entire sensor network and the energy dissipation caused
by the frequent information exchange between selected CH and nodes in the cluster in every
setup phase of cluster formation[11].

The network lifetime in a WSN can be defined as the time at which the first node runs out
of its energy. A lot of energy of the WSN is utilized in performing various actions

1. Clustering the network,

2. Cluster head selection

3. Finding the optimum routing path,

4. Data transmission from one node to another using single or multiple hops,

5. Data aggregation and interpretation.

The network lifetime depends on all the above factors. Less the energy utilization, and more
the network lifetime.

The most important phase of cluster-based routing protocols is the CH selection procedure
that ensures uniform distribution of energy among the sensors, and consequently increasing
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the lifespan of a sensor network [12, 13]. Once the CHs are identified, they form a backbone
network to periodically collect, aggregate, and forward data to the BS using the minimum
energy (cost) routing. This method significantly enhance the network lifetime compared
to other known methods. The major challenges include equal distribution of each cluster
over the entire sensor network and the energy dissipation caused by the frequent information
exchange between selected CH and nodes in the cluster in every setup phase of cluster for-
mation [11, 4]. If CH is selected on the basis of the concept of maximum number of nodes
connected, then it may happen that one or more unique nodes are not connected to any of the
selected CHs. In such case some outliers may be created which are not connected to any of
the CHs, although they are in the transmission range. This algorithm deals with the CH se-
lection based on the unique node concept. A unique node is the one which is not connected to
any other CHs. The algorithm proposed in this research work uses two parameters, namely,
number of neighboring nodes and the residual energy for the selection of CH in WSN.

Most of the current clustering protocols are top-down approaches, which first formulate
a global knowledge of a WSN, specifying but not detailing the first-level nodes. Based on
this global knowledge, the protocols first build the upper level of clusters by selecting certain
nodes as CHs. Then they group the rest of the nodes into the designated cluster as cluster
members. Many algorithms randomly select the CHs. In such a case, it might happen that
the CH may have lower energy than its member nodes. Such CH may died out quickly which
usually results in low quality of the clusters.

The motivation of our research is to provide efficient clustering without requiring the
global knowledge of network by reversing the clustering approach from top-down to bottom-
up[14]. With the bottom-up approach, sensing nodes build clusters before they select CHs.
In this manner, the bottom-up approach can be a better way to implement self-organization,
scalability and flexibility. Such a bottom up clustering is called agglomerative clustering.

Usually location data is used to calculate the distance between the sensing nodes to per-
form clustering. This type of clustering is called quantitative agglomerative hierarchical
clustering. But the location data may not always be available[15] due to reasons like Global
Positioning System (GPS) failures or cost involved or time taken to calculate the exact loca-
tion of the sensors. To avoid this, Received Signal Strength (RSS) or RSS Indicator (RSSI)
is used to find out the distance between the nodes. This type of clustering is called qualita-
tive agglomerative hierarchical clustering. The current research work compares the different
agglomerative protocols for qualitative and quantitative data.

Maximum energy consumption takes place in communicating the data from the nodes
to the sink [16]. To minimize the energy consumption while sending the data to the sink,
multiple sinks are used. The proposed work intends to reduce the energy utilization by de-
ploying multiple sinks. Generally a WSN is based on many-to-one communication concept
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of having many sensors transferring the data to a common single sink. The proposed work
demonstrates the importance of multiple sink in a WSN [17]. The most important advantage
of having multiple sinks is to shorten the routing path between a sensing node and the sink.
If the area to be sensed in very huge and the sensors are randomly deployed, then it happens
that even a very effective routing protocol fails. Even if clustering is used, the nodes waste
a lot of energy in sending the data to long distances. If the sink or the next CH is within
the transmission range of the sensor then the energy consumed in free space is related with
distance as [18](Section 4.2)

E ∝d2 (1.1)

where d is the distance from source to destination node. But if the sink or the next CH is
not within the transmission range of the sensor node then the link follows multipath propa-
gation model for wireless scenario. In such a case, energy consumed is related with distance
as [18](Section 4.2)

E ∝d4 (1.2)

So, to save energy, it becomes very important to reduce the distance between the node and
the sink or the next CH. The above problem is solved by using multiple sinks in a WSN.
The current research work concentrates on two basic aspects related to multiple sinks WSN,
namely:

1. Finding optimal number of sinks

2. Finding the position of sinks

Multiple sinks deployment makes the WSN robust so that even if one of the sinks fail, other
sinks can take the charge and prevent the WSN from failing[19].

As there are multiple sinks, the distance from the node to the sink reduces, thus there is no
need of multiple hops. Multiple sinks reduce the distance the sensed data needs to travel and
hence correspondingly reduce the energy consumption considerably. Another disadvantage
of a single sink WSN is that of energy imbalance between the nodes close to the sink and
the ones which are far off [20]. The network is restructured by modifying the number of
nodes connected to a sink[21]. The current research work proposes an algorithm for network
restructuring in a multiple sink WSN so as to reduce the energy consumption and increase
the network lifetime. This energy balancing through network re-structuring optimizes the
network lifetime. The number of non-connected nodes is considerably reduced. The imple-
mentation is done in MATLAB which demostrates the aforesaid statements.
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1.1. Motivation and Objective

1.1. Motivation and Objective

Wireless sensor networks (WSNs) are being used in a variety of application like border
surveillance, ocean bed tracking, military field etc. In all such applications, sensors are
deployed randomly and are unattended for a very long time. The network should be able to
work for a long duration without any human intervention. The nodes should be able to cover
maximum possible area. The motivation of the current research work concentrates on such
a WSN which are energy efficient and have maximum coverage. Our objective is to design
WSN to ensure

• Minimal energy consumption,

• Maximum coverage and connectivity

• Optimized network lifetime.

1.2. Contribution of Thesis

The thesis contributes by proposing novel algorithms for single and multiple sinks WSN.
The algorithms aim to minimize the energy consumption, maximize the coverage and con-
nectivity and optimize the network lifetime. The thesis is divided into two parts. The first
part contains the work proposed for single sink and the second part contains the algorithms
proposed for multiple sinks.

Single Sink

A Wireless Environmental Monitoring System (WEMS) is proposed using data aggregation
in a bidirectional hybrid protocol [4]. A framework for energy efficient routing protocol is
proposed for homogeneous WSN using sensing range as the parameter [9]. If two nodes
are sensing the same area or if the node is falling in the sensing range (Rs) of another node
connected to the same CH then it is of no use to sense same data using multiple sensors.
This reduces the energy efficiency of the network and as we have limited available operating
power for wireless networks, this will be a major reason for shortening the lifetime of net-
work. An improvement over this approach is the proposed merging algorithm. Performance
analysis of hierarchical agglomerative clustering is performed in a WSN using quantitative
and qualitative data [14]. A cluster head selection algorithm is proposed for a homogeneous
WSN ensuring full connectivity with minimum number of isolated nodes [13].
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Multiple Sink

The most important advantage of having multiple sinks is to shorten the routing path between
a sensing node and the sink. Two algorithms have been proposed for multiple sinks. One is
for increasing the lifetime of a WSN using Multiple Sinks [19]. The second is for lifetime
optimization through energy balancing [21]. The network is restructured by modifying the
number of nodes connected to a sink.

1.3. Organization of Thesis

The second chapter of the thesis deals with the review of literature. It discusses the various
terms, methodologies and protocols proposed by different researchers in the field of WSN.
It also talks about the coverage and connectivity issues and their remedies. The third chapter
deals with a novel clustering algorithm for Wireless Environmental Monitoring System. It is
an application based algorithm having features which are suitable for a system used to mon-
itor critical environmental conditions, such as temperature, humidity, intrusion, and smoke.
Another clustering algorithm is proposed which uses sensing range as a parameter for clus-
tering. The proposed algorithm solves the major constraint of WSN i.e. energy consumption.
The algorithm makes the WSN a quite energy efficient network as the concept of merging
in a multi-hop network is proposed in which if two sensing nodes are falling in the same
sensing range then they will work in sleep and active mode as a result of which less energy
will be used.

The author proposes a Hierarchical Agglomerative Clustering algorithm in the fourth
chapter. The motivation of the research is to provide efficient clustering without requiring the
global knowledge of network by using the bottom-up called the Hierarchical agglomerative
clustering (HAC). If the distance between the sensing nodes is calculated using their loca-
tion then it’s quantitative HAC. If the received signal strength is used to calculate the distance
between the nodes then it’s qualitative HAC.The comparison of the various agglomerative
clustering techniques applied in a WSN is also done. The author proposes a novel approach
to ensure full Coverage and Connectivity in Single Sink in the fifth chapter. The second part
of thesis deals with multiple sinks. The chapters 6 and 7 deal with algorithms to increase life
time in multiple sinks. As the energy consumption of the network is reduced, the lifetime
of the network is considerably increased. Every chapter’s introduction contains the critical
literature review and the motivation to reach to the novel approach.
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2.1. Introduction

This chapter describes the work done in the field of Wireless Sensor Network (WSN) and
also specifies why this topic was chosen by the author for his research work. Section 2.1
deals with clustering. The section 2.2 and 2.3 deals with Routing and the different routing
protocols proposed by different researchers respectively. The section 2.4 discusses the design
parameters of WSN. The next section deals with the coverage issues and the ways to handle
these issues in WSN. The section 2.6 deals with connectivity issues and their solutions in
WSN. The subsequent section introduces the concept of having multiple sinks. With multiple
sinks, the network becomes many to many in contrast with traditional many to one scenario.
The section 2.8 introduces the radio model. Finally, the last section summarizes the work
proposed in different chapters of the thesis based on the critical literature review mentioned
in sections 2.2 to 2.8.

2.2. Routing in WSN

WSN normally consists of a large number of sensing nodes deployed in a region to sense
any physical quantity like temperature, pressure, humidity etc[1]. Such sensing nodes are
capable of sensing, processing and transmitting the data to a base station or a sink. If the
sink is within the transmission range of the node, it transfers the data in single hop. But if
the sink is far off, the node sends the data in multiple hops. Sensor nodes have a limited
transmission range as well as limited processing and storage capabilities. When the nodes
have to send the data in multiple hops, a routing path must be established between the node
and the sink. The routing path is determined by a routing protocol. The routing protocols
have to ensure reliable multi-hop communication under the limited resources of a WSN. The
design space for routing algorithms for WSNs is quite large and we can classify the routing
algorithms [22] for WSNs in many different ways. Different routing protocols are depicted
in the Figure 2.1. They are discussed in detail in the subsequent section.
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Figure 2.1.: Routing protocols
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Table 2.1.: Routing Protocols
Type Name of the Protocols

Location Based
GAF[29], GEAR[30], Span [31], TBF[32] , BVGF[33],
GeRaF[34], (MECN)[35], (SMECN)[36]

Data Centric SPIN[38, 39], Directed diffusion [40]

Hierarchical Clustering

Rumor routing[41], Cougar protocol[42] ACQUIRE[43],
EAD[44] LEACH[3], Leach[47], Leach-M[48], Leach-A[49],
Leach-B[50], Leach-C[51], Leach-E[52], Leach-F[53] Leach-L[54],
PEGASIS [55], TEEN[57], APTEEN[58]

Mobility Based
Joint Mobility and Routing Protocol[59], Data MULES Based
Protocol[60], SEAD[61]

Multipath Based
Sensor-disjoint multipath routing[62], Braided multipath[63],
N-to-1 Multipath Discovery [64]

Hetrogenity Based IDSQ[64], CHR[65]
QoS Based SAR[66], SPEED[67], DSR[68], AODV[69]

2.3. Routing Protocols

Many routing algorithms were developed for wireless networks in general. Many researchers
have written survey papers comparing the different routing protocols [23, 24, 25, 26, 27].
All major routing protocols proposed for WSNs may be divided into seven categories [28]
as depicted in Table 2.1 They will be described in the subsequent sub sections.

2.3.1. Location Based Protocols

In location based protocols, the sensing nodes are addressed with the help of their locations.
Such protocols are equipped with a hardware to determine the location of the node like a
GPS unit or a localization system[37]. Geographic Adaptive Fidelity (GAF): GAF[29] is
an energy-aware routing protocol primarily proposed for MANETs, but can also be used
for WSNs because it favors energy conservation. Geographic and Energy-Aware Routing
(GEAR) [30] is an energy-efficient routing protocol proposed for routing queries to target
regions in a sensor field. Span[31] is a routing protocol which is motivated by the fact that
the wireless network interface of a device is often the largest consumer of power. Hence, it’s
better to turn the radio off during idle time.TBF[32] is a routing protocol which on the basis
of the location information of its neighbors, has a forwarding sensor which makes a greedy
decision to determine the next hop that is closest to the trajectory fixed by the source sensor.

Bounded Voronoi Greedy Forwarding (BVGF) [33]uses the concept of Voronoi diagram
[6]. The sensors eligible for being the next hops are the ones whose Voronoi regions are
traversed by the segment line joining the source and the destination. Geographic Random
Forwarding (GeRaF) was proposed by Zorzi and Rao [34]. In this protocol, there is no
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guarantee that a sender will always be able to forward the message toward the sink. This is
the reason why GeRaF is also called best-effort forwarding.

Minimum Energy Communication Network (MECN)[35] is a self-reconfiguring proto-
col which maintains the network connectivity, even though the sensors are mobile. Small
Minimum-Energy Communication Network (SMECN)[36]is an improvement over MECN.
The sensors discover its immediate neighbors by broadcasting a message using some initial
power that is updated incrementally. Such protocols have costly sensing nodes due to the
installed GPS unit.

2.3.2. Data Centric Protocols

In data centric protocols, the sensors send their data to the sink in multiple hops. The inter-
mediate sensors perform some form of data aggregation on the data coming from multiple
sending nodes and send the aggregated data to the sink. A lot of energy is wasted in transmis-
sion of data. Thus the process of data aggregation results in energy savings.Sensor Protocols
for Information via Negotiation (SPIN)[38, 39] solves the problem of implosion and over-
lap. The SPIN protocols are based on two key mechanisms namely negotiation and resource
adaptation. The sensors negotiate with each other before any data transmission to avoid
injecting non-useful and redundant information in the network. SPIN uses meta-data as the
descriptors of the data that the sensors want to transmit. The meta-data avoids the occurrence
of overlap as the sensors can name the interesting portion of the data they want to get.

Directed diffusion [40]is used for sensor query dissemination and processing. The main
elements of this protocol are data naming, interests and gradients, data propagation, and
reinforcement. Rumor Routing: Rumor routing is a logical compromise between query
flooding and event flooding app schemes [41]. The Cougar protocol[42] has a query layer
which allows the user to query the data from the WSN. The user need not know which of the
sensors has processed its query.The protocol also uses in-network processing which in turn
helps in reducing the energy consumption.

Active Query Forwarding in Sensor Networks (ACQUIRE)[43] provides query optimiza-
tion which enables the sensors to answer complex queries through simple several answers.
Each sub query is answered through a database stored in the relevant sensors. Energy-Aware
Data-Centric Routing (EAD)[44] provides high level of in-network processing and traffic
relaying.

2.3.3. Hierarchical Protocols

Considering the constraints of a WSN, energy-aware routing and data gathering protocols
should be developed [45]. Grouping of sensors in clusters offers the said objectives. The
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Figure 2.2.: Cluster creation in WSN

Table 2.2.: Comparison of different LEACH protocols I
Routing Mobility Scalability Self Distributed Hop
Protocol Organisation Count
LEACH Fixed BS Limited Yes Yes Single

LEACH-S Fixed BS Good Yes Yes Single
Multi-hop LEACH Fixed BS Very Good Yes Yes Multi

LEACH-M Mobile BS Very Good Yes Yes Single
LEACH-A Fixed BS Good Yes Yes Single
LEACH-C Fixed BS Good Yes No Single
LEACH-B Fixed BS Good Yes Yes Single
LEACH-F Fixed BS Limited No No Single
LEACH-L Fixed BS Very Good Yes Yes Multi
LEACH-E Fixed BS Very Good Yes Yes Single

clusters have a Cluster Head (CH) which performs special task of data aggregation and fu-
sion. The research in clustering in WSN deals with the identification of CHs or finding the
optimal routing path ensuring minimal energy consumption. A simple illustration of cluster
formation in a region to be sensed is depicted in the Figure 2.2.

Some of the clustering protocols are explained here in brief. Low-energy adaptive clus-
tering hierarchy (LEACH) is the first and most popular energy-efficient hierarchical cluster-
ing algorithm for WSNs [3]. In this protocol the CHs send the data directly to the sink in
single hop. The CHs perform data aggregation. The CH is selected randomly among the
nodes in the cluster. The comparison of different Leach protocols Leach-S[46], Multi hop
Leach[47], Leach-M[48], Leach-A[49], Leach-B[50], Leach-C[51], Leach-E[52], Leach-
F[53] and Leach-L[54] is shown in the Tables 2.2 and 2.3.

All the mentioned LEACH protocol variations are hierarchical routing protocols with ran-
domized cluster head selection and they use data aggregation techniques. These protocols
were designed by different researchers having one or the other benefit depending upon the
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Table 2.3.: Comparison of different LEACH protocols II
Routing Centralised Energy Homogeneous Use of location
Protocol Efficient information
LEACH No High Yes No

LEACH-S Yes V. High Yes No
Multi-hop LEACH No V. High Yes Yes

LEACH-M No V. High Yes Yes
LEACH-A No V. High No No
LEACH-C Yes V. High Yes Yes
LEACH-B No V. High Yes Yes
LEACH-F Yes V. High Yes Yes
LEACH-L No V. High Yes Yes
LEACH-E No V. High No Yes

application for which it was used. In one type of LEACH one parameter was better than the
other LEACH variation and in other protocol some other parameter was made better. There
is always a trade off between the different design parameters of WSN which solely depends
upon the application for which the network is going to be used.

Power-Efficient Gathering in Sensor Information Systems (PEGASIS) [55]forms chains of
sensors and only one node in that chain transmits the data to the sink. The sensors transmit
the data to its neighbors instead of sending it to the CH. Instead of selecting the CH at random
as in Leach, Hybrid, Energy-Efficient Distributed Clustering (HEED) [56]protocol selects a
CH on the basis of residual energy.

Threshold Sensitive Energy Efficient Sensor Network Protocol (TEEN)[57]. The closer
nodes form clusters and this process goes on the second level until the sink is reached. TEEN
is not suitable for applications where periodic reports are required since the user may not get
any data at all if the thresholds are not reached. Adaptive Periodic Threshold Sensitive
Energy Efficient Sensor Network Protocol (APTEEN)[58] is an advanced TEEN protocol
which senses critical as well as periodic data. It removes the drawbacks of TEEN. Hierar-
chical clustering is explained in detail later.

2.3.4. Mobility Based Protocols

In such protocols, the sinks are mobile. The routing protocols should be able to transmit the
data to the mobile sink. In the case of static sinks, the CHs or the nodes which are close
to the sink and highly loaded and get energy depleted faster as compared to other sensing
nodes. To avoid this problem, the sinks are made mobile so that the nodes close to the sink
are always changing and thus the chances of nodes getting die out decreases. As a result
the overall network lifetime increases. Joint Mobility and Routing Protocol[59] considers
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mobile trajectory to be concentric circles or annuli. Data MULES Based Protocol proposes
to address the need of guaranteeing cost-effective connectivity in a sparse network [60].
Scalable Energy-Efficient Asynchronous Dissemination (SEAD) is a self-organizing proto-
col consists of three main components namely dissemination tree (d-tree) construction, data
dissemination, and maintaining linkages to mobile sinks. Dynamic Proxy Tree-Based Data
Dissemination [61]form a tree between the source sensor and the multiple sinks which wish
to receive the data. Each source is represented by a stationary source proxy and each sink is
represented by a stationary sink proxy. But, in such protocols , extra energy is consumed in
finding out the location of the nodes and the sink every time the sensing node needs to send
the data.

2.3.5. Multipath Based Protocols

The routing of data from the sensing nodes to the sink is single path or multi path. In the case
of single path, the node finds out the shortest path to the sink and sends the data through that
path. In the case of multi path, the nodes finds ’k’ shortest paths to the sink and then the node
distributes its load evenly on those multiple paths. Thus the data reaches the sink on many
paths as a result of which the energy consumption reduces whereby increasing the network
lifetime. Sensor-disjoint multipath routing[62] protocol helps in finding a small number of
alternate paths that have no sensor in common with each other or with the primary path. The
primary path is the best route where as the alternate paths are less desirable because of their
longer latency. Braided multipath[63] first forms the first primary path. Then for every node
on the primary path, the alternate paths are constructed from those nodes to the sink. These
paths are called idealized braided multipaths. N-to-1 Multipath Discovery [64] is based on
the simple flooding originated from the sink. It is composed of two phases, branch aware
flooding and multipath extension of flooding.

2.3.6. Heterogeneity Based Protocols

In heterogeneous WSNs, there are two types of sensors namely line-powered sensors and
battery powered sensors. The line powered ones have no energy constraint, and the second
ones have limited lifetime. The routing protocols should be chosen such that their available
energy is efficiently managed among the two types of nodes. Information-Driven Sensor
Query (IDSQ)[64]has a subset of sensors active when there are interesting events to report
to the sink in some parts of the network. Cluster-Head Relay Routing (CHR)[65] uses two
types of sensors to form a heterogeneous network. It has a large number of low-end sensors,
denoted by L-sensors, and a small number of powerful high-end sensors, denoted by H-
sensors. Both the H and L sensors are static and know their locations.
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Table 2.4.: Design Factors for Protocol
Design Factor Property
Data delivery model Hybrid
Data aggregation Possible
Power usage Low
Mobility Possible
Scalability Good
Security Possible
Topology Self organizing and random

2.3.7. QoS Based Protocols

Apart from minimization of energy consumption, it is also important to consider the re-
quirements for quality of service (QoS) with respect to reliability, delay and fault tolerance
in WSNs. These protocols find a balance between energy consumption and the QoS re-
quirements. Sequential Assignment Routing (SAR)[66]is a table-driven multi-path approach
which tries to achieve energy efficiency and fault tolerance. The routing decision is depen-
dent on factors like QoS on each path, energy resources and priority level of packet. SPEED
[67] is another QoS routing protocol which provides soft realtime end-to-end guarantees. In
this protocol, each node maintains its neighbor information and uses geographic forward-
ing to find the routing paths. SPEED ensures a certain speed for each packet to be sent to
the sink. When compared to Dynamic Source Routing (DSR) [68] and Ad-hoc on-demand
vector routing (AODV)[69], SPEED performs better with respect to end-to-end delay and
miss ratio. In Energy-Aware QoS Routing Protocol , realtime traffic is generated by imag-
ing sensors [70]. It finds a least cost and energy efficient path that meets certain end-to-end
delay.

2.4. Design Parameters of a WSN

After comparing the existing routing protocols with the consideration of several design fac-
tors like Scalability, Power Usage, Mobility, Over-heads, Query-based, Data Aggregation
and Localization, the parameters to be included in designing a new routing protocol are
listed in Table 2.4. Ideally the new proposed routing protocol should follow the parameters
listed in the Table 2.4, but due to the inter dependency of parameters, it is not possible to
achieve all the ideal characteristics in a routing protocol.
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Table 2.5.: Coverage Issues
Issues Description

Coverage types
Depending upon the application either there is a need to monitor
the entire region called full coverage , or track only a certain area
of the network or sense only some set of targets.[71-75]

Deployment
The sensors are either deployed at pre-decided position in the
network i.e. deterministic, or they are randomlydeployed. [76-78]

Node types The node types can be homogeneous or heterogeneous [79 and 80]

Constraints
The constraints in designing the WSN is employed in either Energy
consumption of the WSN, lifetime of the network etc.[81]

Dimensional coverage WSN can be two dimensional or three dimensional space. [82]

2.5. Coverage in WSN

Coverage in WSN is defined as how much and for how long the sensors are able to sense
the physical phenomenon in the region they are deployed to be sensed. The issues and the
approaches for solving the problem of coverage is discussed in the subsequent sub sections.

2.5.1. Issues with Coverage in WSN

There are several issues while considering the coverage in WSN. Some of them are listed in
Table 2.5:

Coverage types

Depending upon the application either there is a need to monitor the entire region called full
coverage [71], or track only a certain area of the network or sense only some set of targets.
Full or blanket coverage means that each and every point of the area is covered by atleast
one sensor. The research paper[72] focuses on the problem of finding the minimum number
of sensors that maintain full coverage. Given a region R containing sensors, if each crossing
point in R is covered by at least one other sensor in R, then R is said to be completely covered.
A crossing point is an intersection point of the two sensing disks of two neighboring sensors,
or that of a sensing disk and the boundary of region R. The paper [73] takes one step further
and proves that if all the crossing points in the region R are k-covered, then R is k-covered.
It also proves that if all the crossing points inside the sensing range are at least k-covered,
then a node can be in the sleep mode or inactive. Thus there are two coverage problems:-

1. Given the sensing range R of sensors, how to place the sensors so that the the number
of sensors N needed for full coverage minimized
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2. Given the number of available sensors N, how to place the sensors so that the sensing
range R needed for full coverage is minimized

The current research work concentrates on clustering so as to have maximum coverage. Tar-
get coverage observes a fixed number of targets[74, 75].

Deployment

The sensors are either deployed at pre-decided position in the network i.e. deterministic [76],
or they are randomly deployed[77] . The first case is generally used with costly motes and
the major problem is that of placement, determining the exact locations of the sensing nodes
so that the coverage is maximum. The second case covers inexpensive small motes and the
most important problem in this case is that of density control. The deployment of sensors in
WSN can be dense or sparse. The dense deployment is usage of large number of sensors and
is used in critical application when all the events need to be tracked. Sparse deployment is
the organization of less sensors. After deployment the sensors may be static or mobile. All
these factors depend upon the application for which the WSN is employed. In the paper[78],
the lifetime of a WSN is defined as the period starting from the deployment time until the
WSN fails to satisfy its requirements (including coverage, connectivity and success transmis-
sion rate).The author produces a deployment model which affects the coverage. The current
research work deals with random deployment and the nodes are static after placement.

Node types

The sensor nodes selected for the WSN are homogeneous or heterogeneous as shown in the
Figure 2.3. Homogeneous nodes WSN have all the nodes of the same type with similar prop-
erties like sensing range, transmission range and energy. M.Gupta deals with the coverage
of a homogeneous WSN[79]. Heterogeneous nodes WSN have nodes of different types with
different properties. Guan Zhi-yan researches on coverage for such WSN[80].

Constraints

The most important constraint in designing a WSN is that of energy. The nodes are small with
limited source of energy. The lifetime of a network is directly proportional to the residual
energy of the node. Cardei and Wu, in their research paper have presented a summary of
different approaches to energy efficient coverage problems[81]. The author has proposed
algorithms to keep the energy consumption of the network as low as possible.
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Figure 2.3.: Homogeneous and Heterogeneous Network

Dimensional coverage

WSN is employed in either two dimensional or three dimensional space. It is much easier to
formulate protocols for two dimension as compared to three dimensional space. The paper
[82] was one of the first to describe 3-D space.The authors assume that the sensor’s coverage
ranges are in the form of a sphere.

Sensing coverage and network connectivity are two of the most fundamental problems in
WSNs. Finding an optimal node deployment strategy that would reduce computation and
communication overhead, minimize cost, be resilient to node failures, and provide a high
degree of coverage with network connectivity is extremely challenging.

2.5.2. Approaches to Coverage in WSN

Art Gallery problem

The Art Gallery problem in computational geometry says that a point x is visible by another
point y (guard) if the entire straight line from x to y is within the polygon (area) [83]. Applied
to coverage in WSN, a guard represents a sensor and the polygon depicts the area to be
sensed. If the entire polygon is seen by any guard then it is said to be covered.Howard et
al[84] state that the art gallery problem can be used as a base for a coverage algorithm only
when the shape of the area to be sensed is known before deployment. It would usually only
be used with the deterministic placement of the sensor nodes in WSN.

Voronoi diagram and Delaunay triangulation

The Voronoi diagram for a WSN is a diagram of boundaries around each sensor such that
every point within a sensor’s boundary is closer to that sensor than any other sensor in the
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Figure 2.4.: Voronoi Diagram and Delaunay triangulation

network. A formal definition of the Voronoi diagram [83]is
Let P = {p1, p2, ..., pn} be a set of points in a plane
A Voronoi region V (pi) is the set of points that are as close to pi as any other point as

mentioned in the equation 2.1

V (pi) = {x : |pi− x| ≤ |p j− x| f or all j 6= i} (2.1)

The authors[85] have solved two coverage problems using Voronoi diagrams. The Delau-
nay triangulation is the triangulation of an area such that there are no points in any triangle
which are located within the circumscribed circle of any other triangle in the area. It can be
built from a Voronoi diagram by drawing edges that connect the sensors which border one
another. The Delaunay triangulation is used to find the nodes which are at the shortest dis-
tance. Neither the Delaunay triangulation nor the Voronoi diagram can be constructed with
localized algorithms [86]. Figure 2.4 shows the two diagrams.

The authors[81] tackles the coverage problem by using Voronoi diagrams generated with
delaunay triangulation.

Disjoint sets

When the nodes are densely randomly deployed, it may happen that many nodes are placed
in one single region which are not actually needed for the required coverage of that particular
region. In such cases, the unneeded sensors can be put to sleep, thus conserving the overall
energy of the network. One way to accomplish this goal is to divide the sensors into groups
or sets.Each set should be able to cover the area to be sensed.The disjoint set cover is a subset
of the sensors that is capable enough of covering the entire area by itself [87]. Each set cover
is activated and put to sleep in turn so as to conserve the overall energy of the network. Zhao
et al[88] discuss the shut off and turn on of sensors in the network.
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2.6. Connectivity in WSN

In addition to coverage it is important for a WSN to maintain the connectivity. Connectivity
is defined as the ability of the sensor nodes to reach the sink. If there is no route available
from a sensor node to the sink then the data collected by that node can not be processed by
the sink. Each sensing node has two types of ranges i.e. sensing range and transmission
range. The area which the sensor is capable to sense is called as the sensing range. The
transmission range is the area up to which the node can transmit the data to other node or
to the sink. The subsequent sub sections discuss the network connectivity issues and some
proposed solutions to connectivity problems in WSN.

2.6.1. Connectivity Issues in WSN

The node sends the data to another node or the sink within its transmission range. The con-
nectivity of a network is maximum when there is a path between all the nodes of the WSN to
the sink. This path can be direct or through multiple hops. If the link between the two nodes
or between the node and the sink breaks, then the connectivity of the network is broken.
There are many reasons a link between nodes can fail, like sparse amount of nodes, physical
damage to nodes, Energy depletion of nodes, Security threat/denial of service, Environmen-
tal changes and Mobility of nodes.

Sparse amount of nodes

When the nodes are randomly deployed, there may be very few nodes in a region of the area
to be sensed. In such regions, due to limited transmission energy of the nodes, the connec-
tivity of the network is effected and leaves the network with communication holes[89].

Physical damage to nodes

There can be a physical damage to the sensor nodes either due to environmental conditions
or through can be crushed by an animal, enemy soldiers etc. Depending upon the region
where the nodes are deployed, the nodes can be damaged by different ways. Once any node
gets damaged, its link is broken with the rest of the network. It may also be a part of a multi
hop route of one node to the sink, thus affecting the connectivity of the entire network.

Network security threat

The nodes are always susceptible to security threats, specially when the WSN is used in
highly confidential regions like military areas etc. In such cases, when any nodes gets hacked,
the connectivity of the entire network is affected [90, 91].
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Energy depletion of nodes

The sensor nodes have limited source of energy. Generally the WSN are employed in regions
where the nodes are unattended for very long duration. Thus, there are no options of recharg-
ing the battery of the sensor nodes. A lot of energy is consumed in transmitting the data to
other nodes or the sink. The energy of the nodes get depleted fast. Various algorithms have
been proposed by the researchers for energy efficient transmission [92, 93, 94]. But when
the nodes get die out due to energy depletion, the connectivity of the network is seriously
affected.

Environmental changes

The environment in which WSNs operate may change due to certain circumstances. Radio
connection is very sensitive to rain and growing plants, which consequently changes the
network topology [95]. When the WSN is employed in some cultivation fields or in forest,
the plants grow up after some time and prevent the nodes to connect to each other leading to
in-connectivity in the network.

Mobile nodes

Nodes may be mobile as required by the application or may be displaced by human and
animals. It may also be floating with running water if deployed in the sea. Mobility of
nodes causes a great impact on the network connectivity [96]. When a node selects a routing
path and the nodes in the routing path change their locations, it will change the connectivity
between source and destination. In an another case, if a data packet is long and due to
mobility the node changes its current location, part of the data may be lost at the receiving
node.

Coverage and connectivity together can be treated as a measure of quality of service in a
sensor network; it tells us how well each point in the region is covered and how accurate is the
information gathered by the nodes. Therefore, maximizing coverage as well as maintaining
network connectivity using the resource constrained nodes is a non-trivial problem.

2.6.2. Solution to Connectivity in WSN

A solution to maintain or to re-establish network connectivity is to remove the nodes which
are creating connectivity problems and deploy more nodes in the sensor field. But generally
the WSN are employed in regions where it’s not possible to replace a node or deploy more
nodes to maintain the connectivity. Thus efficient routing protocols and WSN algorithms
should be used to curb down the issues of connectivity.
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Graph models

A WSN is often represented by a graph in which vertices represent the sensors and a directed
corresponds to the communication link between one node to another. The communication
link signifies that one node can transfer the data to the other. Since it’s a directed graph, a
directed edge between node A and node B means that node A can send the data to node B
but the vice versa may not be true. But if all nodes have equal transmission ranges as in a
homogeneous network, then the graph becomes undirected. A network is called connected
if this associated graph is connected[97, 98] . It is sometimes useful to consider stronger
forms of connectivity, like k-connectivity, in which the network remains connected even if
k− 1 nodes are removed. A k-connected network (k > 2) has better fault-tolerance than
1-connected[99]. Random graphs may also be applied to model communication networks
to highlight their randomness. Mathematically, a random graph is generated by a stochastic
process [100].

2.7. Multiple Sinks

The issues of coverage and connectivity in WSN have already been discussed. Some of the
above mentioned issues are resolved by the use of multiple sinks. In a WSN, the funda-
mental question is to have the data routed over single hop or multiple hops. This question
is answered by considering the answer to the question that the data needs to be sent over a
longer or a shorter hop. Short-hop routing leads to reduced energy consumption and higher
signal-to-interference ratios[101]. The less but longer hops lead to more energy consump-
tion but less Signal to Interference Ratio (SIR). Research paper [102] it’s proved that single-
hop transmission is more efficient, when power consumption of real wireless sensor node’s
transceivers are taken into account. So, this leads to four types of networks:-

1. Single hop single sink routing (SH-SS)

2. Single hop multiple sink routing (SH - MS)

3. Multiple hops single sink routing (MH – SS)

4. Multiple hops multiple sink routing (MH – MS)

The first scenario is the most elementary one with direct transmission. The LEACH protocol
which is better than the direct transmission, deals with single hop single sink clustering
protocol [3].

A lot of research is done for the third scenario [47, 103, 104]. The modification of LEACH
protocol having multiple hops instead of single hops[47]. In [103] compares the single and
multiple hop routing.
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Table 2.6.: Related work in multiple sinks in WSN
Research Paper Hops Sinks Mobility Sink Network

of the Sink Positioning Restructuring
[110] Multiple Multiple Yes No No
[109] Multiple Multiple Yes Yes No
[19] Single Multiple No Yes No

[111] Single Multiple Yes Yes No
[4] Multiple Single No Yes No
[3] Single Single No No No

[47, 103, 104, 106] Multiple Single No No No
[16] Multiple Multiple No No No

In [16], a multi hop protocol spends most of its energy for relaying data packets so the con-
cept of multi hop multi sink WSN is discussed. The concept of particle swarm optimization
is used.

The current research work deals with the second scenario i.e. Single hop multiple sink.
The biggest disadvantage of single sink is that certain sensors near the sink or on critical
paths consume energy much faster than other nodes [105]. Thus the current work uses the
advantage of having multiple sinks. Multiple sinks ensure shorter hops and thus the 18 ad-
vantages as discussed in the paper [101] are also achieved. Multiple hops are generally used
to reduce the hop distance [106]. But if multiple sinks are used, the hop distance automati-
cally reduces. Thus, the research deals with single hop and thus avoiding the drawbacks of
having multiple hops.

Network lifetime (NL) is a critical metric in the design of energy-constrained WSN[107].
The basic aim of the researchers is to minimize the energy consumption and at the same
time increase the network lifetime. The authors in the paper [108, 109] deal with mobile
multiple sinks. Data dissemination to multiple mobile sinks consumes a lot of energy [110].
Many papers [108, 16] have concentrated on positioning of the sink to have optimal energy
consumption. The current research work talk about the random deployment of the sink thus
saving power in determining the position of the sink. Then the network is re-structured to
have balanced energy consumption amongst all the sinks. Table 2.6 summarizes the related
work done in the field of single/ multiple hops, single/multiple sinks and moving/stationary
nodes.

Depeding upon the requirements of the application where the WSN is going to be used,
the factors mentioned in the Table 2.6 are chosen. If the network is very large and cost
effectice then single sink multiple hop network is used. If the cost can be increased to make
the network lifetime better, then multiple sinks can be used. The mobile sinks increase
the network lifetime to a great extent [110]but finding out the location of the sink makes
the network computationally complex[112]. The authors in the research paper [111]talk
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about lexicographically optimal commodity lifetime (LOCL) routing problem to position
the multiple sinks at optimal positions in order to increase the network lifetime. Network
restructuring is changing the neighbor nodes connected to a sink depending upon the energy
consumption by that sink. In the current research work the number of sensors connected to
any sink is changed if the energy consumption by the sink is more than the threshold. To
have balanced energy consumption amongst all the nodes, the entire network is re-structured.

2.7.1. Multiple Sinks Placement

Oymen et al [113]proposed an algorithm for finding the position of sinks using k-means
clustering. The cluster centroids are chosen as the optimal position of sinks. The sink place-
ment problem is NP-complete [114], and finding the best position of sink is very hard. The
authors in the research paper [115] introduce some sink placement strategies and also dis-
cuss their pros and cons. The Geographic Sink Placement (GSP)[116] strategy places the
sinks at center of sector of a circle. In Intelligent Sink Placement (ISP), the possible sink
locations are determined by sampling all possible regions. All combinations of these candi-
date locations are found out, depending on the number of sinks. Then the optimal location
of the sink is calculated. ISP is found to be optimal buts it is computationally expensive.
Another algorithm, called Genetic Algorithm-based sink placement (GASP) [117]provides a
good heuristic based on Genetic Algorithm for optimal sink placement. In [118] the authors
have proposed an algorithm for sink placement using linear programming. The problem
of finding the optimal number and the position of the sink nodes resembles some classical
problems like problem of plant location [119], problem of warehouse location [120], and the
concentrator location problem (CLP) [121]. But, there are many differences between these
problems and the multiple sink location problems as stated in paper [113]. First of all the
sinks can be placed anywhere in the network and secondly the transmission are done in multi
hops as compared to direct in the traditional problems.

2.8. Radio Model

In a wireless channel, the electromagnetic wave propagation can be modeled as falling off as
a power law function of the distance between the transmitter and receiver. In addition, if there
is no direct, line-of-sight path between the transmitter and the receiver, the electromagnetic
wave will bounce off objects in the environment and arrive at the receiver from different
paths at different times. This causes multipath fading, which again can be roughly modeled
as a power law function of the distance between the transmitter and receiver. No matter
which model is used (direct line-of-sight or multipath fading), the received power decreases
as the distance between the transmitter and receiver increases [18].
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Figure 2.5.: Radio Model

For the simulation performed in this thesis, both the free space model and the multipath
fading model were used, depending on the distance between the transmitter and receiver, as
defined by the channel propagation model in [18]. If the distance between the transmitter
and receiver is less than a certain transmission range (d0), the Friss free space model is
used (d2 attenuation), and if the distance is greater than transmission range (d0), the two-
ray ground propagation model is used (d4 attenuation). The transmission range is depends
upon the different wireless technologies such as Bluetooth [122], Zigbee [123], and GSM
[124] etc. In most of the cases sensor network uses Zigbee technologies because low power
requirement, easy protocol stack and long distance transmission. The transmission range
point is defined as follows in Eqn: 2.2

d0 =
4π
√

Lhthr

λ
(2.2)

where
L≥ 1 is the system loss factor not related to propagation,
hr is the height of the receiving antenna above ground,
ht is the height of the transmitting antenna above ground,
λ is the wavelength of the carrier signal, and
d0 or Rt is the transmission range.
A great deal of work is going on energy consumption of radio models in Figure 2.5 and

eq. 2.3 to 2.8. Different assumptions made in radio models have different advantages. In our
work, we consider a simple model where radio dissipates Eelec = 50nJ/bit to run transceiver
circuitry and ε f s = 100pJ/bit/m2 for transmitter amplifier, so as to achieve acceptable SNR
ratio[3].

To transmit information as given in eq. 2.5 transmitter expends:

ET x(k,di j) = ET x−elec(k)+ET x− f s(k,di j) (2.3)

ET x(k,di j) = Eelec ∗ k+ εamp ∗ k ∗ (di j)
n (2.4)
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ET x(k,di j) = Eelec ∗ k+ ε f s ∗ k ∗ (di j)
2;di j < d0 (2.5)

ET x(k,di j) = Eelec ∗ k+ εmp ∗ k ∗ (di j)
4;di j > d0 (2.6)

ERx(k) = ERx−elec(k) (2.7)

ERx(k) = Eelec ∗ k (2.8)

Where
Eelec Energy dissipation in electronic circuitry in Transmitter and Receiver,
k number of bits,
di j is the distance between ith node to jth node,
n path loss exponent,
εamp is proportionality constant,
ε f s is proportionality constant in free space,
εmp is proportionality constant in multi path, and
d0 transmission range.
Using these parameters receiving message is not a low cost operation. So protocols used

in network should try to minimize not only the distance between two nodes but should also
minimize number of transmissions and receptions for each message. Path loss exponent (n)
depends upon different environments [125] and are shown in Table 2.7

Table 2.7.: Path loss exponents (n) for different environments
Environment Path loss exponent
Free Space 2
Urban area cellular radio 2.7 to 3.5
Shadowed urban cellular radio 3 to 5
In building line-of-sight 1.6 to 1.8
Obstructed in building 4 to 6
Obstructed in factories 2 to 3

2.9. Summary

Having discussed the different types of routing protocols, design parameters of WSN, Cov-
erage issues and the approaches to coverage , connectivity issues in WSN and their solutions
and finally multiple sink, the author proposes his work in different chapters of the thesis.
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The main objective is to minimize the energy consumption, maximize the coverage and con-
nectivity and the optimization of the network lifetime. The next chapter deals with a novel
algorithm which employs clustering in a single sink WSN so as to have the minimal energy
consumption. If the energy consumption is minimized the network lifetime is automatically
increased. A WSN is designed to be deployed to sense multiple physical attributes in an
environment and produce an alarm if any unexpected condition is predicted.
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3. Energy E�ciency in Single Sink

3.1. Introduction

This chapter focuses on the design of an optimum energy multi-hop network through cluster-
ing. As discussed in the previous chapter, energy is a major constraint in designing a WSN.
WSNs are low power battery driven networks, hence efficient energy utilization is needed.
This chapter focuses on designing an optimum energy multi-hop network. For this purpose
the concept of merging is proposed in which if two sensing nodes are falling in the same
sensing range then they will work in sleep and active mode as a result of which less energy
will be used. Nodes are arranged in the form of clusters and each cluster has a cluster head
(CH). All the nodes communicate with base station using multiple hops via CHs. The en-
ergy is computed in terms of number of rounds of transmission and reception of information.
Along with the efficient energy usage, the proposed merging algorithm helps in finding out
the lifetime of network (in number of rounds).

The section 3.2 talks about clustering. The section 3.3 deals with a system Wireless En-
vironmental Monitoring System (WEMS) which is a WSN used to monitor the environment
and it also warns for a mishappening occurring in future. The section 3.4 talks about the
clustering algorithm using sensing range as the parameter for CH selection.

3.2. Clustering

Wireless Sensor Networks have unlimited applications all around us and these networks will
enable the reliable monitoring for various environments for both civil as well as military
purposes. WSNs are low power battery driven networks, hence efficient energy utilization is
needed. Clustering is a useful mechanism in WSNs which helps to cope with scalability and
data transmission problems. Different clustering are depicted in the Figure 3.1.

A flat network mostly follows data centric protocols. In such a network all the nodes
are assigned an equal role and functionality. The desired data is sent out to the network
through multi-hop routes. To eliminate many redundant transmissions through the network,
flat protocols focus on how to route based on the application queries. Nodes only transmit
the valuable data which match the query attributes. In many cases, flat protocols result
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Figure 3.1.: Clustering

in more complicated routing because of the large scale and dynamic network topology of
WSNs. Sensor protocols for information via negotiation (SPIN) [38] and directed diffusion
(DD) [40] protocols are important flat protocols which motivated the design of many other
protocols that follow similar concepts.

Clustering and prediction techniques, which exploit spatial and temporal correlation among
the sensor data, provide opportunities for reducing the energy consumption of continuous
sensor data collection [126]. The research paper [127] deals with overlapping clustering.
Overlap clusters are those in which a node may belong to more than one cluster, in contrast
with the traditional clustering algorithms, in which each node belongs to only one cluster.
The paper shows that the overlapping multi - hop clustering problem is NP-hard problem
so the k-hop Overlapping Clustering Algorithm (KOCA) is proposed which is a random-
ized distributed algorithm for solving it. The authors [128],deal with single hop clustering
in which a lot of energy is required by the nodes. The paper deals with a very useful ap-
plication of WSN i.e. wireless body area sensor networks (WBASN) used in healthcare
applications.Sensor nodes are attached to the human body to monitor vital signs such as
body temperature, activity or heart-rate. To avoid collisions with nearby transmitters, a clear
channel assessment algorithm based on standard listen-before-transmit (LBT) is used.

ACE [129] successfully distributes clusters uniformly over the network but suffers from
its unawareness of residual energy in cluster-heads candidates, which results in electing a
cluster-head with low energy level. The other disadvantage of ACE strictly draws a line
between nodes that can be a cluster-heads and the ones who can’t. In some cases this as-
sumption may be unrealistic, especially when all the nodes within a cluster have low power
resources.

Hierarchical clustering is a clustering scheme in WSN[130] where nodes play different
roles, such as CHs and cluster members. The higher level nodes, CHs, manage the lower
level nodes (cluster members) which are grouped under them. The cluster based algorithms
are used to partition the sensor nodes into subgroups for task subdivision or energy manage-
ment. Each CH collects the data from its cluster members within its cluster, aggregates the
data, and then transmits the aggregated data to the base station. All the communication to
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(from) each sensor node is carried out through its corresponding CH. Since the CH is closer
to the node compared to the BS, the energy is automatically saved. CHs facilitate various
aggregation techniques to fuse data from sensors to minimize the amount of data to be sent
to the sink. The aim of all of the hierarchical routing protocols is to select the best CH and
clustering the nodes so as to save energy. Since the CHs collect, aggregate, and transmit
data over longer distances to the sink, they consume more energy as compared to the other
cluster members. The hierarchical clustering protocol need to re-cluster and reselect CHs
periodically in order to distribute the load uniformly in the entire sensor network.

Cluster formation is one of the most important problems in sensor network applications
and can drastically affect the network’s energy dissipation during communication. Clustering
is performed by assigning each sensor node to a specific CH. When a sensor with sufficient
battery and computational power detects (with a high Signal-to-Noise Ratio: SNR) signals of
interest, it volunteers to act as a CH. This is a simple method, because no explicit leader (CH)
election is required and, hence, no excessive message exchanges are incurred. However,
selecting the CH in this way is not easy in different environments which may have different
characteristics such as error rate, SNR, throughput and so on [131, 132].

Clustered sensor networks can be classified into two broad types; homogeneous and het-
erogeneous sensor networks [133]. In homogeneous networks all the sensor nodes are similar
in terms of battery energy and hardware complexity, whereas, in a heterogeneous sensor net-
work, two or more different types of nodes with different battery energy and functionality
are used [134].

Compared with flat protocols, hierarchical protocols offer a more feasible solution to
handle large-scale networks with their enhancements to better share limited wireless chan-
nel bandwidth, balancing node energy consumption and reduce communication expense
[135, 136].

The advantages and disadvantages of the two kinds of hierarchical routing protocols are
summarized are as follows:-

1. Random-selected-CH protocols. Although randomly selected-CH protocols are more
flexibile and tolerant, these approaches have three main disadvantages. Firstly, the ran-
domly selected CH may have a higher communication cost because it has no knowl-
edge of intra-cluster or inter-cluster communication. Secondly, if periodic CH rotation
is used to reduce the effect of CH random selection, the re-selection itself uses ex-
tra energy to re-build clusters. Periodic CH rotation also leads to an uneven wave of
performance due to the nonstop change. Thirdly, the random selection cannot guar-
antee good protocol performance. In other words, the best arrangement and the worst
arrangement have an equal chance to be used in the network (LEACH) [3]

2. Well-selected-CH protocols. The well-selected-CH protocols can provide better clus-
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ter quality, but they usually have a more complex scheme and higher overhead to
optimize the CH selection and cluster formation. Some approaches use the sink to
help choose CHs by frequently collecting information from nodes. However, the sink
performing the algorithm introduces another issue that increases communication cost
between the nodes and the sink because they need to frequently exchange administra-
tive information. Other researchers have to try to use the optimization algorithms to
distinguish the roles of nodes. But there may not be enough fault tolerance in these
schemes because any change to the network may cause the entire network to update
information and perform re-clustering (LEACH C)s [51]

To perform clustering, the data containing the exact position of the nodes is usually used for
calculating the distance between sensor nodes. But the location of the sensing nodes may not
always be available due to Global Positioning System (GPS) failures or may not be practical
due to the involvement of a large cost. Hence, alternatively, Received Signal Strength (RSS)
or RSS Indicator (RSSI) is used to calculate the distance between the nodes [137].

Given a sensor network N = S1,S2, . . . ,Snof sensing nodes and an integer value k, the
clustering problem is to define a mapping

f : N→{1,2, ...,k}

where each Si is assigned to one cluster K j,1 ≤ j ≤ k. is the total number of clusters in
the network. A Cluster, K j, contains precisely those sensing nodes mapped to it; that is

K j = {Si| f (Si) = K j, 1≤ i≤ nand Si∈N}

When clustering is applied in a real world scenario like a WSN, following problems or limi-
tations may occur:-

1. Outlier handling: it may happen that a node doesn’t belong to any cluster and it resides
in a cluster of its own. This makes the clustering inefficient

2. Dynamic data: the sensed data changes continuously and the algorithm should be able
to handle such dynamic data

3. Interpretation: interpreting the semantic meaning of each cluster may be difficult. With
classification, the labelling of the classes is known ahead of time. However, in clus-
tering, the exact meaning of each cluster may not be obvious at real run time. Here is
where a domain expert is needed to assign a label or interpretation for each cluster.

4. No one correct answer: the exact number of clusters required is not easy to determine.
A domain may be required.
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3.3. Wireless Environment Monitoring System

The Wireless Environment Monitoring System (WEMS) monitors critical environmental
conditions, such as temperature, humidity, intrusion, and smoke[4]. When the sensed at-
tribute goes out of the range of a threshold, the system will notify using an alarm. The
sensor network measures the attribute which it asked to, like temperature, pressure etc, at a
particular point and pass on this information to the application processor. The user can get
his desired information directly from the application processor in the form of a topographic
map. The end user might be interested in extracting a variety of topographic information
about the metadata in the network. He might want to know the boundaries of all regions
where the temperature exceeds a certain threshold, or just the numbers of disjoint regions
where temperature exceeds a threshold, or might want the complete topographic map of the
terrain where contours correspond to temperature levels.

The proposed network is capable of monitoring more than one physical attribute as op-
posed to single attribute detection. This chapter considers about mobile sensor nodes, whose
position is calculated by the CH through triangulation method. The benefit of data aggrega-
tion can be maximized by implementing it at each CH till the Base Station (BS) or the sink.
The data need not be concealed or made private, so the overhead of encryption and decryp-
tion is avoided. The BS uses distributed computing to make the processing of the sensed
data fast and more efficient. The protocol discussed is bi-directional and a hybrid protocol,
which is a combination of reactive and proactive approaches.

Data aggregation (DA) collects the most critical data from the sensors and make it avail-
able to the BS in an energy efficient manner with minimum data latency [138]. The advantage
of it is that the data transmissions are minimized as the data is first aggregated at a node and
then it is send to the BS.

3.3.1. Architecture of the Proposed System

The protocol is bi-directional and hybrid. In addition to getting the value at regular intervals,
it can also react to any unexpected or emergency condition. The application processor can
ask the sensing unit to send the data at a particular instant and it can even change the time
interval at which data is being transmitted by the sensing unit. Thus the time critical data
reaches the user on time without any delay.

The protocol facilitates the sensing of more than one parameter by the sensor network.
The sensor node passes the complete data to the BS. It sends the value of the attribute along
with the sensed attribute, so that the BS knows which parameter is sensed by the sensor node.
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Figure 3.2.: step 1 of cluster head selection

3.3.2. Cluster Head Selection

The first step in transmitting the data in the WEMS is the selection of CHs and the creation
of the clusters. The following steps are followed:

Step 1: Sensors are randomly deployed on the sensor field and the BS is fixed to
transmit the sensed information to the application processor as shown in the
Figure 3.2.

Step 2: BS transmits the Cluster Head Selection message (CHS_msg) to the all
the sensors within its transmission range. It assigns a hop_ID of 1 to all
the sensor nodes. In the Figure 3.3 the two nodes coming within the trans-
mission range of BS are A and B. The CHS_msg consists of the following
parameters:

1. hop_ID, the number of hops from the current node to the BS.

2. msg_type, the type of message send by the BS to the sensor network. It can be a CH
selection message or it can be a query processing message.

3. ch_ID, the id of the previous CH or the BS.

Step 3: In Figure 3.4, Sensor node A only send the CHS_msg to C and D, so in
this case A become CH. After each CH transmit the message to child sensors
in the network and then decide the CH selection.

Step 4: The transmission range of A sends the CHS_msg to n number of nodes
than the selection criteria of CH as follows
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Figure 3.3.: step 2 of cluster head selection

Algorithm 3.1 Cluster Head Selection
i f (!CH)
{

i f (!CH inlast n−1rounds)
{

i f (!ReceiveCHS_msg incurrent round)
{

CalculateRn = generaterandombetween0 to1;
i f (Rn < T (n)
{

NodesbecomeCH;
BroadcastCHS_msgtochild sensor;
}
}
}
}
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Figure 3.4.: step 3 of cluster head selection

Initially, when clusters are formed, each node decides whether it’s the CH for the current
round or not. This decision is based on the percentage of the CH for the network (determined
a priori). This decision is based on random generator value between 0 to 1, if the number is
less than a threshold T (n), node become CH for the current round. The T (n) = Threshold
value can be calculated by given formula [139].

T (n) =
p

1− p∗ (r mod(1/p))
n∈G (3.1)

where p = the desired percentage of cluster heads, r = the current round, and G is the set
of nodes that have not been CH in the last 1/p rounds.

Step 5: Once all the CHs are formed in the given network and on the basis
of hop_ID, decide the routing path having minimum number of hopsin as
shown in the Figure 3.5. In the given network node A, C, F and as CH and
all other nodes are needed hop_id +1hop to send the data from source node
to sink node.

In this way the CHs are selected and cluster formation is complete. The black circles in
the diagram represent the CHs. The sensors know their CHs, the ones which have mini-
mum hop_id. E.g. if a sensor node is in the transmission range of two CHs, it received
the CHS_msg from two CHs as (3,CHS_msg,CH4)and (5,CHS_msg,CH6), where 3 is the
hop_id,CHS_msg is the message type and CH4 is the CH id. Then the sensor knows that its
CH is CH4and not CH6 because the number of hops required sending the data from the node
to the sink in the former case is 3 and in the latter casing its 5.
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Figure 3.5.: Cluster head selected

3.3.3. Data Transmission from the Sensor to the Sink

The reactive part of the protocol deals with the transfer of data from the sensor node to the
BS whenever there is some unexpected behavior sensed by the sensor. The proactive part
of the protocol deals with transmission of data from the sensor to the BS at regular time
intervals. This time interval is changed by the application processor as and when required.
The sensors send their unique identification number (Sid), the value of the parameter to
be measured (ViA), and the time of measurement (t) to the CH selected earlier. The data
transmitted would be of the form (Sid,ViA, t)

The sensor sends the data to the CH assigned to it. The CH sends the information to the
BS through the minimum number of hops as designated by the hop_id of the CH. The CH
and consequently the BS are aware of the position of the mobile transceivers through the
triangulation method. Using the signal strength the CH performs triangulation to determine
the exact location of the sensor. And correspondingly it adds the coordinates of the sensor in
the message to be sent to the next CH (next hop) or to the BS. The format of the information
is sent.

(Sid,ViA, t,(Xi,Yi),CHid) (3.2)

Where CHid is the CH id. The BS would use the above information to process any type
of application. In this task it may generate spatial and temporal data, process the desired
parameters and predict events like cyclone, Tsunami etc and the affected areas.

3.3.4. Data Aggregation

As discussed in section 3.3, the proposed protocol deals with the sensing of multiple at-
tributes by the sensor network. Jiao Zhang [140] talks about attribute aware data aggrega-
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tion, which deals with multiple attributes being sensed by the network and their values being
aggregated.

In the case of WEMS, a physical quantity is sensed. In real world, the environmental
factors (e.g., temperature, humidity) change continuously instead of flipping over along the
space field. According to this natural phenomenon, there exists kind of correlation in the
data gathered from natural environment. Hence in WEMS, data aggregation can be done by
exploiting the correlation among the data. This would save time and energy. One way to ex-
ploit correlation is a linear transform in which the statistically dependent data will be mapped
into a set of more independent coefficients and then compressed and transmitted. 3D-DCT
(Discrete Cosine Transform) algorithm is used to exploit the spatial-temporal correlation in a
regularly deployed network to achieve significant aggregation performance [141]. The DCT
transform function for N data sequence, f, is defined in [142].

Considering an example, suppose there are 10 sensor nodes connected to one CH and each
node is sensing the temperature. In the case of WSN, each node send the sensed data to the
base station, either in single or multiple hops. If there are 2 clusters, then there would be
total 20 nodes sending their data to their respective CHs and the CHs in turn sending the
data to the sink. So, the base station has a huge amount of data which is of the order of 20
*packet_size. The nodes close to each other, send the redundant data to the CH creating an
unnecessary traffic. To avoid this, the data is aggregated at the CHs. So, 10*packet_size
data reaching the CH is reduced by sending only the minimum, maximum and the average
value of the temperatures. So, instead of 20*packet size data reaching the sink, there is
only ((3*2)*packet_size) data reaching the sink. Thus, the data aggregation reduces the
communicated data to a considerable amount.

3.3.5. Simulation and Results

The network is simulated in OMNet++. OMNeT++ is a component-based, modular and
open-architecture discrete event simulation framework. The simulation results show that the
proposed protocol is good in energy conservation by effectively selecting the CHs. The data
can flow in both the directions with the minimal loss and time delay. It has been observed
that there can be an effective hybrid bidirecional protocol for the transmission of sensed data
in a WSN. Sensing multiple attributes, increases the complexity of the system and the size
of the message passed by the BS to the sensor network also becomes more as compared to a
single sensed attribute. The WEMS can analyze the parameters of the environment and can
produce alarm in adverse conditions.

From the simulation results of a given network in Table 3.1, it is evident that with the
help of data aggregation technique the Network Lifetime (Rounds) and Packet Delivery Rate
is increased. Due to data aggregation mechanism the size of packet reduces so that the
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Table 3.1.: Simulation Results
Wireless Environmental Monitoring System (WEMS) Using Data Aggregation

Rounds Packet Delivery
First Node Die Network Lifetime Efficiency (%)

Without Data Aggregation 50 60 47
Data Aggregation near BS 63 94 64
Data Aggregation all Hops 120 147 92

successful packet delivery at BS increases. These are the primitive level results and some
strong conclusion can be drawn from the subsequent section of this chapter. From Table 3.1,
it can be observed that when data aggregation is used near the BS or at all the Hops, the
number of rounds for the First Node to Die in the network increases by 13 and 70 rounds
as compared to the case that no data aggregation mechanism is used. In the same way,
Network Lifetime and Packet Delivery Efficiency is also observed to improve when such
data aggregation mechanisms are used in the considered network.

3.4. Clustering using Sensing Range

To modify the clustering process further to make it even more energy efficient network we
propose the concept of merging in a multi-hop network in which if two sensing nodes are
falling in the same sensing range then they will work in sleep and active mode alternatively as
a result of which less energy will be required [9] (Detailed explanation can be found later in
Section 3.3.3). The energy used in network is computed in number of rounds of transmission
and reception of information. Along with the efficient energy usage, our proposed merging
algorithm helps in finding out the lifetime of network (in number of rounds).The notation
used in Merging algorithm are depicted in Table 3.2

The network used for the current research work has the following properties:

1. The nodes are homogeneous having equal initial energy (E0) of 1 joule.

2. The nodes transmit the data to the BS in multiple hops.

3. The hops are determined based on the distance of the node from the BS.

4. Considering Rt = 150m as the transmission range and Rs = 25m as the sensing range,
we have considered Rt ≥ 2Rsto be a valid assumption.

5. The N nodes are randomly deployed.

6. After random deployment sensor nodes are stationary.
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Table 3.2.: Notations used in Merging
Notations Meaning

N Total nodes in the network
E0 Initial node energy 1J
n0 Node ID of BS
ni Node ID ofithnode
K Packet size (no. of bits)

Eth Threshold energy value at which the CH dies
EDA Data aggregation energy
Rs Sensing Range
Rt Transmitting Range
Ni Set of neighboring nodes of ithnode

CHid Cluster head ID’s for each nodes
Er Residual Energy < E0
Di j Distance between ithnode and jthnode
Hid Number of hops to reach the BS

7. BS (n0) is fixed and deployed somewhere in the middle of the network (250,250).

8. The nodes are proactive.

They transfer data to the BS in periodic intervals. To build a network we start from the BS
and connect all nodes lying in its transmitting range. Then these connected nodes connect to
the sensor nodes lying in their transmitting range. This process continues till all the nodes are
connected. After all the connections are made the routing table of the network is calculated.
The routing table tells us about the path of every node and number of hops. To calculate the
life time or the energy of the network we have used first order radio model. By calculating the
energy required in transmitting and receiving we can estimate number of rounds a network
can last.

3.4.1. Cluster Head Determination

Step 1: The nodes in the transmitting range of the BS are connected to the BS.

Step 2: The sensors deployed within the transmitting range are connected to
the already connected node. Any node connected to more than one node is
called a CH.

Step 3: BS transmits the CHS_msg to all the sensors within its transmission
range. It assigns the corresponding hop_ID to all the sensor nodes. In Figure
3.6 the three nodes coming within the transmission range of BS are 2, 3 and
4 which are CH1, CH2, and CH3, respectively in the figure. The CHS_msg
consists of the following parameters:
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Figure 3.6.: Node Connected to BS within the Rt

1. hop_ID, the number of hops from the current node to the BS.

2. msg_type, the type of message send by the BS to the sensor network. It can be a CH
selection message or it can be a query processing message.

3. ch_ID, the id of the previous CH or the BS.

Step 4: In Figure 3.6, CH 1 only send the CHS_msg to 5, 6 and 7 so in this case
CH1 become CH.

Step 5: Once all the CHs are formed in the given network, on the basis of number
of nodes connected to it, the number of hop required for every CH to reach
the BS is calculated.

3.4.2. Data Transmission from Sensor to Sink

Whenever there is a need to transmit sensor data the reactive part of the protocol transfers the
data from the sensor node to the BS. The proactive part of the protocol deals with transmis-
sion of data from the sensor to theBS at regular time intervals. The sensor nodes send their
unique node identification number (ni) and data to the CH assigned to them. The CHs aggre-
gate data and send the information to the BS using minimum number of hops as designated
by the hop_id(Hid) of the CH.

The BS would use the above information to process any type of application. In this task it
may generate spatial and temporal data, process the desired parameters and predict events.
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Figure 3.7.: All node connected to BS

3.4.3. Merging

If two nodes are sensing the same area or if the node is falling in the sensing range (Rs) of
another node connected to the same CH then it is of no use to sense same data using multiple
sensors. This reduces the energy efficiency of the network and as we have limited available
operating power for wireless networks, this will be a major reason for shortening the lifetime
of network. An improvement over this approach is the proposed merging algorithm. If nodes
are falling in the same sensing range then these nodes should work like one node with higher
initial energy as shown in Figure 3.7. Physically by merging we mean that these nodes will
work in sleep and active mode with initial energy (E0) higher than other nodes (say1.5J).

This will save considerable amount of energy and hence lifetime of network increases. After
the merging the above steps 3.3.1 to 3.3.3 are repeated again to set the network again.

3.4.4. Simulation and Results

The network is simulated in MATLAB. The parameters on which the efficiency of the net-
work is compared or determined, is the energy required for trans receiving and processing in
the network and the life time of the network. The energy of every node is evaluated using
First Order Radio Model in Section 2.8.

Once the energy of the node required in transmitting and receiving is determined the num-
ber of round the node will last can be predicted. The number rounds till which the CHs are
going to last determine the life time of the whole network.

We have simulated network using concept of merging. The simulations were performed
for the rounds for First node to die-out and the Network to die-out. The results are shown in
Table 3.3 and 3.4.It can be observed that when merging is used in the network, the number
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Table 3.3.: Simulation Result

No. of Nodes
First node die-out (Rounds)

Original Network After Merging % Change
50 57 69 21 %

100 47 61 29.8 %
200 39 49 25.6 %

Table 3.4.: Simulation Result

No. of Nodes
Network die-out (Rounds)

Original Network After Merging % Change
50 74 83 12.1 %

100 91 101 11 %
200 105 120 14.3 %

of rounds for the First Node to Die in the network increases by 21 %, 29.8 % and 25.6% for
network with 50, 100, and 200 nodes respectively. The network die-out time also increases
in all the cases.

3.5. Summary

This chapter discusses an approach of sensing multiple attributes in an environment and then
producing an alarm if any unexpected condition is predicted. The protocol used is hybrid
and bidirectional. The dynamic CH formation increases the network life. Efficient data
aggregation techniques are used so that the data transmission is energy efficient, with less
aggregation overhead and is reliable. The use of data aggregation has minimized the data
transmissions and also made it fast. The concept of distributed computing is also applied
so that the work of the sink node is made easy and fast. The parallel processing in the
application processor has increased the speed of the data analysis.

The modification of the above algorithm was proposed in the form of merging method
which minimizes the global energy usage by making sensing nodes to work in sleep and
active mode. Merging outperforms the conventional network’s energy usage by uniformly
distributing the load of sensing in the nodes falling in the same sensing range. Clearly our
simulations show that

1. Network using merging is more energy efficient than the conventional network.

2. Lifetime of network using merging is increased.

The application of this type of network become limited in sparse deployment as the sensing
range of the nodes is less. There has to be large number of nodes for feasibility of this
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network. Based on our MATLAB simulations we are confident that our proposed model will
outperform the conventional models. Providing WSN’s with such efficient models will open
up a whole new horizon for them.
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4. Hierarchical Agglomerative

Clustering

4.1. Introduction

Hierarchical clustering algorithms create sets of clusters. They differ in how the sets are cre-
ated. A tree data structure called dendrogram is used to illustrate the hierarchical clustering
technique and the sets of different clusters. The space complexity of hierarchical algorithms
is O(n2) as this is the space required for the adjacency matrix. The time complexity is O(kn2)

because there is one iteration for each level in the dendrogram. HAC start with each individ-
ual item in its own cluster and iteratively merge clusters until all items belong to one cluster.
The basic process of HAC is the merging of clusters based on their proximity [143].

The main advantages of the HAC approach are as follows [144]:

1. Simple computation and easy implementation.

2. Less restricted assumptions and more flexibility: HAC could use simple qualitative
connectivity information of a network or quantitative data through Received Signal
Strength (RSS) or GPS. In addition, other factors could easily be incorporated into
the algorithm. For instance, different weights could be assigned to different nodes or
connections for specific scenarios.

3. Less resource for clusters establishment: Using the HAC approach, nodes can finish
the CHs election and announcement, cluster establishment, and scheduling at the same
time. It can greatly reduce resource dissipation.

4. Without the need of periodic re-clustering or network updating: The HAC approach
generates a logical CH backup chain during the cluster generation process. It makes
clusters easily adaptive to network changes without extra information exchanges or the
need of periodic announcement, such as CH.

Different hierarchical clustering techniques are classified as shown in the Figure 4.1.
Hierarchical algorithms are categorized as agglomerative or divisive [145]. Agglomerative

implies that the clusters are created in a bottom-up fashion, while divisive algorithms work in
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Figure 4.1.: Hierarchical clustering
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a top-down fashion. Another descriptive tag indicates whether each individual sensor note is
handled one by one, serial (sometimes called incremental), or whether all items are examined
together, simultaneous.

The current chapter proposes a HAC algorithm to have minimum energy consumption in a
WSN. Section 4.2 explains the Hierarchical Quantitative and Qualitative Clustering. Section
4.3 deals with HAC process and the section 4.4 talks about the simulation and results for
qualitative and quantitative data.

4.2. Hierarchical Quantitative and Qualitative

Clustering

The motivation of the research is to provide efficient clustering without requiring the global
knowledge of network by using the bottom-up called the Hierarchical agglomerative clus-
tering (HAC)[144]. With the bottom-up approach, sensing nodes build clusters before they
select CHs. In this manner, the bottom-up approach can be a better way to implement self-
organization, scalability and flexibility. If the distance between the sensing nodes is calcu-
lated using their location then it’s quantitative HAC. If the received signal strength is used
to calculate the distance between the nodes then it’s qualitative HAC. This chapter com-
pares the various agglomerative clustering techniques applied in a WSN. The simulations
are done in MATLAB and the comparisons are made between the different protocols using
dendrograms[14].

4.3. HAC Process

The process of HAC comprises three common key steps: obtaining the input data set, com-
putation of the resemblance coefficients, and executing the clustering method.

4.3.1. Input Data Set

An input data set for HAC is a component-attribute data matrix. Components are the sensing
nodes that are to be clustered based on their similarities. Attributes are the properties of the
components. The attributes are the x and y coordinates of the sensing nodes that give the
exact position of the node. The components or the attributes can be easily added or removed
from the data set for different applications. Obviously, the more factors are considered, the
more restricted assumptions and computations are needed. The type of input data set can be
classified into quantitative data and qualitative data. The location information is used as the
quantitative input data and the connectivity information is used as the qualitative data.
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4.3.2. Computation of Resemblance Coe�cients

A resemblance coefficient for a given pair of components indicates the degree of similarity
or dissimilarity between these two components, depending on the way in which the data is
represented. It could be quantitative or qualitative. For quantitative data, the current research
work uses Euclidean distance as the similarity measure. Less the Euclidean distance and
more similar the two sensing nodes and thus belong to the same cluster.

if S1 = (x1,y1) and S2 = (x2,y2) are the two nodes, then the distance (Dis) between S1and
S2 is given by Eqn. 4.1.

Dis(S1,S2) = D1,2 =
√
[(x1− x2)

2 +(y1− y2)
2] (4.1)

The distance between each pair of nodes is calculated and the adjacency matrix is obtained
as given in Table 4.2. For quantitative data [146], following ways are used to calculate the
resemblance coefficients Eqns.4.2-4.5:

• Jaccard:
SIM(a,b) = M1−1/(M1−1 +M1−0 +M0−1) (4.2)

• Sorenson:
SIM(a,b) = 2M1−1/(2M1−1 +M1−0 +M0−1) (4.3)

• Simple Matching:

SIM(a,b) = M1−1 +M1−0/(M1−1 +M1−0 +M0−1 +M0−0) (4.4)

• Dice:

SIM(a,b) = M1−1/(M1−1 +0.5M1−0 +0.5M0−1) (4.5)

where M is the attribute which comes from the entries in Connectivity matrix based on the
direct connection of the node,

M1−1: represents the total number of attributes where a and b both have a value of 1,
M0−0: represents the total number of attributes where a and b both have a value of 0,
M0−1: represents the total number of attributes where the attribute of a is 0 and the attribute

of b is 1,
M1−0 : represents the total number of attributes where the attribute of a is 1 and the at-

tribute of b is 0.
Dissimilarity coefficient

DSIM(a,b) = 1−SIM(a,b) (4.6)
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In the simulation, the clustering of the qualitative and quantitative data is done using single
link, complete link and average link methods as explained in the next sections.

4.3.3. Execution of the HAC Method

Execution of HAC involves various steps and each step merges two clusters together and up-
dates the Resemblance Matrix. Updating the Resemblance Matrix is an important step and
various methods could be adopted. With the same data set, we may get different clustering
results by using different HAC algorithms. The type of algorithm depends on how the dis-
tance between the motes in two clusters is calculated. This is not an easy task as there are
many interpretations for the distance between clusters. There are three main types of HAC
[8]:

1. Single link: It’s also called as nearest neighbor method. Two clusters are merged if
the minimum distance between any two points is less than or equal to the threshold
distance being considered, It considers the smallest distance between a node in one
cluster and a node in the other. Thus

Dis(Ki,K j) = min(Dis(Sil,S jm))
∨

Sil∈Ki /∈K j

and
S jm∈K j /∈Ki (4.7)

where Kiand K j are two different clusters in the sensor network N, Spqis the qth sensor
node of pth cluster.

2. Complete link: Although it’s similar to the single link algorithm, the difference lies in
the fact that it considers the largest distance between a node in one cluster and a node
in the other. Thus

Dis(Ki,K j) = max(Dis(Sil,S jm))
∨

Sil∈Ki /∈K j

and
S jm∈K j /∈Ki (4.8)

3. Average link: The average link technique merges two clusters if the average distance
between any two points in the two target clusters is below the distance threshold. It
takes the average distance between a node in one cluster and a node in the other. Thus

Dis(Ki,K j) = mean(Dis(Sil,S jm))
∨

Sil∈Ki /∈K j
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and
S jm∈K j /∈Ki (4.9)

4.3.4. Single Complete and Average Link Clustering Algorithms

The steps involved in single link clustering algorithms are as follows:

1. Find the minimum distance in the adjacency matrix.

2. Cluster the two nodes with the minimum distance.

3. The distance between the clustered nodes is calculated with the rest of the unclustered
nodes.

4. Let’s say i and j nodes are clustered since D(i, j) was minimum in the adjacency matrix.

5. Now the adjacency matrix is updated as

a) D(i,k)and D( j,k) is replaced with min(D(i,k),D( j,k))∀k∈N

b) The dimension of the adjacency matrix is also reduced by one.

6. The steps 1-6 are repeated until the adjacency matrix is left with 2*2 elements.

The complete link algorithm works in the same way except the 5th step is replaced with
max(D(i,k),D( j,k))∀k∈N. The dimension of the adjacency matrix is also reduced by one. In
the average link algorithm the distance is the average of the two distances and replaced with
mean(D(i,k),D( j,k))∀k∈N.

4.4. Simulation and Results

Some of the assumptions made during simulation are as follows:

1. The nodes in the network are quasi-stationary, i.e. location of neighbour need not be
determined every time clustering is performed.[10]

2. Propagation channel is symmetric.

3. Nodes are left unattended after deployment.

4. All nodes have similar capabilities, processing, communication and initial energy.

5. The coordinates of the nodes deployed is known.

6. The nodes are deployed at fixed locations.
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Figure 4.2.: plot of the randomly deployed sensor nodes

Table 4.1.: X and Y coordinate of the nodes
Node ID 1 2 3 4 5 6 7 8 9 10
X data 5 9.5 2.3 6.1 4.9 8.9 7.6 4.6 8.2 4.4
Y data 5 6.2 7.9 9.2 7.4 1.8 4.1 9.4 4.7 8.9

7. For depiction purpose 10 nodes are used.

Ten sensing nodes were randomly deployed in a room. The sensing nodes are clustered based
on hierarchical agglomerative qualitative and quantitative clustering. As mentioned earlier
for quantitative data, Euclidian method is used to calculate the resemblance coefficients and
for qualitative data, Sorensen method is used to calculate the resemblance coefficients. The
plot of the deployed nodes is depicted in the Figure 4.2.

4.4.1. Quantitative Data

Firstly for quantitative data, the adjacency matrix is calculated, based on Euclidian distances.
The x and y coordinates of the sensors are depicted in Table 4.1. The adjacency matrix is as
shown in the Table 4.2.
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Table 4.2.: Adjacency matrix for quantitative data
Node ID 1 2 3 4 5 6 7 8 9 10

1 0 4.66 3.96 4.34 2.40 5.04 2.75 4.42 3.21 3.95
2 - 0 7.40 4.53 4.75 4.44 2.83 5.86 1.98 5.77
3 - - 0 4.01 2.64 8.99 6.52 2.75 6.71 2.33
4 - - - 0 2.16 7.90 5.31 1.50 4.97 1.73
5 - - - - 0 6.89 4.26 2.02 4.26 1.58
6 - - - - - 0 2.64 8.73 2.98 8.40
7 - - - - - - 0 6.09 0.85 5.77
8 - - - - - - - 0 5.92 0.54
9 - - - - - - - - 0 5.66

10 - - - - - - - - - 0
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Figure 4.3.: Single link HAC for quantitative data

Based on the above distance matrix, clustering is done using the three approaches of single
link, complete link and average link. Correspondingly the Figures 4.3, 4.4 and 4.5 represent
the dendrograms formed in single link, complete link and average link respectively.

Biggest disadvantage in the single link HAC is that the clustering creates clusters with
long chain as shown in the Figure 4.3.

4.4.2. Qualitative Data

In the case of qualitative data, the x and y coordinates are not required to be calculated.
The current research work uses the one-hop network connectivity data as the qualitative
input data, where the “1” value represents a one-hop connection and the “0” value represents
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Figure 4.4.: Complete link HAC for quantitative data
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Figure 4.5.: Average link HAC for quantitative data
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Figure 4.6.: One hop connectivity diagram

no direct connection. The received signal strength (RSS) is used to find out the network
connectivity. If two nodes are within the transmission range then it’s a one hop connection.
The Table 4.3 is the connectivity matrix obtained by the one hop connectivity of the nodes is
shown in the Figure 4.6.

The adjacency matrix obtained by Sorenson coefficients is shown in the Table 4.4.
Based on the above distance matrix, clustering is done using the three approaches of single

link, complete link and average link. Correspondingly the Figures 4.7, 4.8 and 4.9 represent
the dendrograms formed in single link, complete link and average link respectively for the
quantitative data.
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4.4. Simulation and Results

Table 4.3.: Connectivity matrix
Node ID 1 2 3 4 5 6 7 8 9 10

1 1 0 0 0 1 0 1 0 0 0
2 0 1 0 0 0 0 1 0 1 0
3 0 0 1 0 1 0 0 1 0 1
4 0 0 0 1 1 0 0 1 0 1
5 1 0 1 1 1 0 0 1 0 1
6 0 0 0 0 0 1 1 0 1 0
7 1 1 0 0 0 1 1 0 1 0
8 0 0 1 1 1 0 0 1 0 1
9 0 1 0 0 0 1 1 0 1 0

10 0 0 1 1 1 0 0 1 0 1

Table 4.4.: Adjacency matrix by Sorenson dissimilarity coefficients
Node ID 1 2 3 4 5 6 7 8 9 10

1 0 0.56 0.33 0.45 0.14 0.56 0.33 0.45 0.33 0.33
2 - 0 1 1 0.64 0.33 0.33 1 0.33 1
3 - - 0 0.09 0.14 1 0.67 0.09 0.67 0
4 - - - 0 0.23 1 0.82 0 0.82 0.09
5 - - - - 0 0.64 0.43 0.23 0.43 0.14
6 - - - - - 0 0.33 1 0.33 1
7 - - - - - - 0 0.82 0 0.67
8 - - - - - - - 0 0.82 0.09
9 - - - - - - - - 0 0.67

10 - - - - - - - - - 0
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Figure 4.7.: Single link HAC for qualitative data
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Figure 4.8.: Complete link HAC for qualitative data
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Figure 4.9.: Average link HAC for qualitative data

4.5. Results and Observations

A wireless sensor network consists of a large number of sensing nodes randomly deployed in
a region. Clustering not only reduces energy consumption but also achieves better network
performance. Hierarchical agglomerative clustering uses bottom up approach and hence the
complete network information is not required. The dendrograms for the various HAC proto-
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cols for qualitative and quantitative data were shown in the previous section. . If the position
of the nodes is not known due to the issues like cost, time, energy conservation then the
Sorensen method is used to find out the similarity matrix and then perform the clustering of
the nodes. The dendrograms for single and complete link protocol clearly shows that single
link has a chain effect, making the clustering inefficient. The dendrograms of quantitative
single link, complete link, and average link are almost similar to the dendrograms of quali-
tative single link, complete link and average link respectively. So, it shows that there is no
need to find out the location of the nodes in a randomly deployed WSN. Finding out the po-
sition of the nodes not only make the clustering complex but also consumes a lot of energy.
When the number of nodes increase or behave asymptotically, then it becomes computation-
ally complex to calculate the adjacency matrix. Hence in such cases, Qualitative approach is
used.

4.6. Summary

Clustering not only reduces energy consumption but also achieves better network perfor-
mance. Agglomerative hierarchical clustering is a bottom-up clustering method where clus-
ters have sub-clusters, which in turn have sub-clusters, etc. The dendrograms of quantitative
single link, complete link, and average link are almost similar to the dendrograms of quali-
tative single link, complete link and average link respectively. So, it demonstrates that there
is no need to find out the location of the nodes in a randomly deployed WSN. Finding out
the position of the nodes not only make the clustering complex but also consumes a lot of
energy.
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5. Ensuring Coverage and

Connectivity in Single Sink

5.1. Introduction

Wireless Sensor Network (WSN) is a network of densely deployed large number of sensor
nodes. WSNs are basically data gathering networks in which data are highly correlated and
the end user needs a high level description of the environment sensed by the nodes [1]. WSNs
are deployed to monitor physical events or the state of physical objects such as bridges in
order to support appropriate reaction to avoid potential damages [2]. The nodes and the
related protocols in a WSN should be designed to be extremely energy efficient as battery
recharging may be impossible[51]. In direct communication WSN, the sensor nodes directly
transmit their sensed data to the Base Station (BS) or sink without any coordination between
the two. However, in cluster based WSNs, the network is divided into clusters. Each node
exchanges its information only with its cluster head (CH) which transmits the aggregated
information to BS. Data aggregation at CHs causes a significant reduction in the amount of
data sent to the BS and results in saving both energy and bandwidth resources [10].

The most important phase of cluster-based routing protocols is the CH selection procedure
that ensures uniform distribution of energy among the sensors, and consequently increasing
the lifespan of a sensor network [12]. Once the CH are identified, they form a backbone
network to periodically collect, aggregate, and forward data to the BS using the minimum
energy (cost) routing. This method significantly enhance the network lifetime compared
to other known methods. The major challenges include equal distribution of each cluster
over the entire sensor network and the energy dissipation caused by the frequent informa-
tion exchange between selected CH and nodes in the cluster in every setup phase of cluster
formation [11, 4].

If CH is selected on the basis of the concept of maximum number of nodes connected, then
it may happen that one or more unique nodes are not connected to any of the selected CHs. In
such case some outliers may be created which are not connected to any of the CHs, although
they are in the transmission range. The proposed algorithm [13]deals with the CH selection
based on the unique node concept. A unique node is the one which is not connected to any
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Table 5.1.: Notations used
Notation Meaning Notation Meaning

Rs Sensing Range Rt Transmitting Range
n0 Node id of BS ni Node id of ith node

EDA Data aggregation energy Er Residual Energy < E0
E0 Initial node energy (1J) Esensing Sensing energy
k Number of bits in one packet N Total nodes in the network

Eth Energy threshold value at which the CH selection restart
Nbi ith hop neighbour of BS or neighbour of nodes in (i-1)th hop
di j Distance between ith node to jth node
Ni Set of neighbouring nodes of ith node

CHid Cluster head ID’s for each nodes
Counti The number of neighbours of ith node

other CHs. The algorithm proposed uses two parameters, namely, number of neighbouring
nodes and the residual energy for the selection of CH in WSN. The details are mentioned in
the subsequent sections.

The section 5.2 gives the system model and the assumption made. The section 5.3 deals
with the proposed clustering algorithm. The subsequent sections 5.4 and 5.5 deal with the
simulation and results and the summary of the chapter respectively.

5.2. System Model and Assumptions

The notations used are detailed in the Table 5.1.
The network considered has the following properties:

1. The nodes are homogenous with initial energy of 1Joules

2. The nodes transmit the data to the BS in multiple hops.

3. The hops are determined based upon distance from the BS.

4. The sensors used have transmitting range of 100-150m (Outdoor) and 50-75m (In-
door). If Rt (150 m) and Rs (75 m) represents transmission and sensing range respec-
tively, it is assumed that Rt ≥ 2Rs as given in [12]. If there is one more sensor within
the transmission range of a sensor, then the sensed information is same for both the
sensors as shown in Figure 5.1.

5. The nodes are randomly deployed.

6. Sensor nodes are stationary unlike mobile nodes architecture proposed in the research
paper [147].
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Rs

 Rt

Rs

Figure 5.1.: Sensing and Transmission range

7. BS (n0) is fixed and installed somewhere in the middle of the network (250,250) unlike
research paper which deals with BS identification [148].

8. The nodes are proactive, i.e., they transfer data to the BS in periodic intervals.

9. The CHs are selected initially at the onset of the network. The CH is re-selected or
rotated as per the proposed algorithm if the energy of the CH falls below the threshold.

10. The energy of every node is evaluated using First Order Radio Model in Section 2.8.

5.3. Proposed Clustering Algorithm

On the basis of location of various nodes, the proposed algorithm identifies the clusters and
CHs. The CHs are chosen on the basis of unique neighbour nodes and their residual energy.
After CH identification, the data transmission from a specific node is done using CHs till it
reaches BS. Each CH combines the data collected from its connected nodes and performs
data aggregation that reduces the amount of data to be transmitted. The aggregated data is
sent to the BS through the intermediate CHs as per routing table established earlier. The
stepwise algorithm is described in the following section.

Step 1: N number of motes is randomly deployed in the region to be sensed. The BS is
given the id of 0 and it is manually located on the network field.

N = {n1,n2,n3, ...nN}
Step 2: Calculate the set of neighbour nodes Nbi and the number of neighbour nodes

counti for the ith node ni on the basis of the transmission range as depicted in the Table 5.2.
The function neighbour_info gives the result as shown in the Figure 5.2.
Step 3: BS always behaves as the CH. CH selection (CHS) process starts from BS. BS

transmits the CH Selection message (CHS_msg)to all the neighbouring nodes. Nodes having
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Algorithm 5.1 Neighbour_info
f unction[counti,Nbi] = neighbour_in f o(ni);
The function neighbour_in f o returns all the neighbouring nodes of a node ni The distance
between a given sensor ni and n j is given by
di j =

√
[(xi− x j)

2 +(yi− y j)
2]; i = 1,2, . . . ,N; j = 1,2, . . . ,N;

{Nbi|di j < Rt ∀ j, j∈N}
Nbi = {n1,n2,n3, . . .nn};
set of neighbour nodes IDs within the transmitting range (Rt). neighbor_in f o function is
repeated for all N nodes and the BS.

Table 5.2.: Neighbour Info Details for first hop
i ni counti Nbi
0 n0 3 n1,n2,n3
1 n1 3 n0,n2,n7
2 n2 6 n0,n1,n4,n5,n7,n10
3 n3 5 n0,n11,n12,n13,n14

n0

n3

n2

n7

n1

n4

n5

n10n11

n12
n14

n13

Figure 5.2.: Step 3, Neighbours
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Algorithm 5.2 All_neighbours
Function [Neighbours] = all_neighbours(Nbi)

⋃
Nbi

Neighbours f or Nb0 = {n1n2n3}
⋃
{n0n2n7}

⋃
{n0n1n4n5n7n10}

⋃
{n0n11n12n13n14}

= {n1n2n3n4n5n7n10n11n12n13n14}except n0

residual energy more than the threshold energy are eligible to become a CH. The step 3 is
depicted in the Figure 5.2. All_neighbours function returns the set of all the neighbouring
nodes [Neighbours]o f Nbi

Step 3_A: This step is applicable only when the BS determines its neighbour and set the
BS position according to the below equation to minimize the BS to neighbour node distance
to save the energy and reduce the synchronization time; ∑

counti
i=1 di → min. where di is the

distance from a node toith node. The optimal BS coordinates are then given by

(x0,y0) = argmin min

(x,y)

N

∑
i=1

√
(xi− x j)2 +(yi− y j)2 (5.1)

The minimumis obtained by setting the partial derivatives to zero:

∂

∂x

counti

∑
i=1

di =
∂

∂x

counti

∑
i=1

di = 0 f or x = x0, y = y0 (5.2)

The partial derivatives are

∂

∂x

counti

∑
i=1

di =
counti

∑
i=1

∂

∂x
di =

counti

∑
i=1

xi− x
di

(5.3)

∂

∂y

counti

∑
i=1

di =
counti

∑
i=1

∂

∂y
di =

counti

∑
i=1

yi− y
di

(5.4)

By using the vector notations, the vector pointing to the location of the ith sensor node
is ni = (xi,yi), and the distance vector between the sensor node and sink is di = ni− s =

((xi,x),(yi,y)). Let ei be the unit vector from ithsensor node towards the nearest sink (the
orientation vector); that is,

ei =
di

d
=

1
d
((xi,x),(yi,y)). (5.5)

where d = |di| to normalize the magnitude of ei. Using the above three equations r =

∑
counti
i=1 ei = 0 for s = (x0,y0), that is, the average distance is minimized if the resultant r of

the orientation vector is zero,
In Neighbours the CHid or (initially BS ID) is excluded.
Step 4: The function unique_neighbor_in f o returns the unique nodes connected to a node.
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Figure 5.3.: Step 4, Nubi

Table 5.3.: Unique neighbour details for first hop
i ni counti Nbi ucounti Nubi
1 n1 3 n0 n2 n7 0 -
2 n2 6 n0 n1 n4 n5 n7 n10 3 n4 n5 n10
3 n3 5 n0 n11 n12 n13 n14 4 n11 n12 n13 n14

The unique nodes are the ones which are not connected to any other nodes in (i+ 1)th hop
as shown in the Figure 5.3.

Table 5.3 gives the details of the unique neighbours for first hop.
A flag is set for all the Nbi nodes appearing in the set Neighbours for Nbi

Step 5: Consider the unflagged elements of Neighbours. The function set_o f _neighbours

returns NNbi which is the set of all the neighbours of members of Nbi depicted in Table 5.4.
The Le f t_neighbours contains the nodes whose cluster ID flag is not set by unique count.
min_set f lag_countis a function which calculates the minimum of countiof all the nodes

in Nbifor which the flag is not set.
Step 6: The steps 3 to 5 are repeated till all the nodes are covered by elected CH. All nodes

should have a path up to BS through single or multiple hops depending upon the distance of
the node from the BS.

Table 5.4.: Neighbour Info Details for first hop.
NNbi ni Nbi

n0 NNb0 n1n2n3
NNb0 NNb1 n0n2n7
NNb0 NNb2 n0n1n4n5n7n10
NNb0 NNb3 n0n11n12n13n14
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Algorithm 5.3 Unique_neighbour_info
Function[ucounti,Nubi] = unique_neighbor_in f o(Nbi,Neighbours);
whereNubi∈Nbi
f or i = 0 toNbi
{

ucounti > 0 then
{

nodeniistheCH
set f lag f or Nbiin the set Neighbours(Nbi)
set CHid (ni) f or Nbi in the set Neighbours(Nbi)

}
}

Algorithm 5.4 Set_of_neighbours
Function[NNbi] = set_o f _neighbors(Nbi);
NNbi is depicted in Table [8]
In the Table N(Nb0) is
N(Nbi) f or i = 0
= N(Nb0)
= N(n1 n2 n3)
= Nb1,Nb2,Nb3
={n0,n2,n7},{n,n1,n4,n5,n7,n10},{n0,n11,n12,n13,n14}

Algorithm 5.5 Notflag_neighbours
Function[Le f t_Neighbours] = not f lag_neighbors(Neighbours,Set f lag);
whereNubi∈Nbi
f or i = 0 toNeighbours
{

Min_count = min_set f lag_count(Nbi)
node niis the CH
set f lag f or Nbiin the set Neighbours(Nbi)
set CHid (ni) f or Nbi in the set Neighbours(Nbi)
not f lag_neighbours(Neighbours,Set f lag)
set Neighbours = le f t_neighbours

}
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Step 7: After clustering, if in the process of transmission of data, one of the CHs die
out, then the CH at the previous hop comes to know about it since the data from the died
CH didn’t reach it. Suppose the CH at nth hop dies out, then in such a case the clustering
algorithm is repeated after (n−1)thhop for the entire network.

Step 8: If the residual energy of the CH becomes less than the threshold energy (Eth) then
the CH selection process needs to be re-instantiated. Suppose the residual energy of the CH
at nth hop is less than the threshold, then the clustering algorithm is repeated after (n−1)th

hop for that particular path.
Step 9: Once the routing path is established the data transmits through multi-hop. Each

CH combines the data collected from its connected nodes through data aggregation. Steps
are represented by flowchart in Figure 5.4.

Energy conservation is of prime consideration in sensor network protocols in order to
maximize the network’s operational lifetime [149]. In WSNs, the communication cost is
often several orders of magnitude larger than the computation cost [150]. To avoid too much
of communication, the CH aggregates the received data and transmits only a small data to
the BS. Data aggregation is any process in which information is gathered and expressed
in a summary form. Many research papers[151, 40, 152] have shown that aggregation at
the CH considerably reduces the amount of data routed through the network, increasing the
throughput and extending the lifetime of the sensor networks. Data aggregation also solves
the purpose of estimating a missing value from a sensor. Sometimes it may happen that data
from one of the sensors didn’t reach the CH, in such cases the Jackknife estimate can be
used to predict the value of the sensed parameter. It also performs fault tolerance. If the
data received from one of the sensors doesn’t match the estimated value, then accordingly
the correction is made. The flow chart of the complete proposed algorithm is shown in the
Figure 5.4.

5.4. Simulation and Results

Simulations are carried out to evaluate the proposed algorithm in MATLAB. Simulation
is done with nodes placed randomly using uniform distribution throughout the network of
dimension 500 m × 500 m. The BS is located at x = 250 and y = 250. The simulation
parameters considered are as described in Table 5.5. The transmission cluster radius is taken
as 150 m and initial threshold energy Eth = E0/2.

The proposed algorithm is evaluated using the following measures; network lifetime and
connectivity. After some rounds of transmission, when the residual energy of all the nodes
approaches to Eth then the network adaptively reduces the value of Eth, thus increasing the
network lifetime. Data aggregation at the CHs further enhances the network lifetime by
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Table 5.5.: Simulations Parameters values
Parameter Value Parameter Value

N 50,100 Rs PointSensor
E0 Intial 1Joule Rt 100m,150m
n0 (250,250) Er E0−Eproc−EDA−Esensing
ni NodeID o f ith node Eth 0.5J to0.1J
A (0,0) to(250,250)

Table 5.6.: Simulations Results and Comparison

Protocols
Initial Rounds
Energy First Node Died 10 % Nodes 90 % Nodes
Joules (FND) Died Died

DTE 1J 217 276 468
LEACH 1J 1848 2007 2570

Multi-Hop 1J 1936 2571 4112
Proposed 1J 2400 3000 6741

reducing the size of the data to be transmitted by the nodes. When the CH residual energy is
less than equal to the threshold energy, only then the CH selection algorithm is carried out
for n-1 hops. Thus, the proposed algorithm ensures that energy is not wasted in CH selection
for every round. The network connectivity is effectively handled by the algorithm. The
CHs connect all the nodes of the network. The proposed algorithm ensures that none of the
unique nodes are left behind without being connected to the network. Hence the possibility
of having outliers is nullified.

The proposed algorithm is compared with Direct Transmission Energy (DTE), LEACH
and Multi – hop routing. For each protocol, nodes are randomly deployed by generating
random coordinates using uniform distribution. For each protocol, 100 iterations were per-
formed and the result is their average. We performed simulation on 50, and 100 nodes. The
values of the simulation parameters are shown in the Table 5.5 and simulation results and
comparison table is shown in the Table 5.6.

From Table 5.6, it is observed that the proposed protocol improves the network perfor-
mance as compared to existing protocols. A huge improvement is observed for the rounds
for first node to die, 10% nodes to die and 90% nodes to die as compared to DTE. However,
if the results of proposed algorithm are compared with the best existing case, i. e. Multi-Hop
case, it is observed that an improvement of 24%, 16.7% , and 63% is achieved for fisrt node
to die, 10% nodes to die and 90% nodes to die respectively. Above results clearly show that
the proposed algorithm gives better results as compared to existing methods. In this case
the stability period is increased because the CH is rotating, only when the threshold value
reaches 0.1 J.
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5.5. Summary

5.5. Summary

The proposed algorithm for CH selection in a WSN using unique node concept has many
advantages. The latency in transmitting the data in a single hop is much more than in the
proposed multi hop WSN. Each node in the network transmits the data to CH/BS closest
to it. The CH in turn transmits the data to the next CH, if required, to reach the BS. If the
CH is selected on the basis of the concept of maximum number of nodes connected, then it
may happen that one or more unique nodes are not connected to any of the selected CHs.
Thus this algorithm deals with the CH selection based on the unique node concept. In the
proposed algorithm there is no possibility of having any outlier, as all the unique nodes are
connected to some or the other CH. Adaptability is well taken care of. After clustering, if in
the process of transmission of data, one of the CHs die out, then the CH at the previous hop
comes to know about it since the data from the died CH didn’t reach it and the clustering
algorithm is repeated after(n−1)th hop for the entire network. If the residual energy of the
CH becomes less than the threshold energy then the CH selection process is re-instantiated
after (n− 1)th hop for that particular path. The Table 5.6 clearly depicts that the proposed
clustering algorithm increases the network lifetime. In WSNs, the communication cost is
often several orders of magnitude larger than the computation cost, thus the CHs perform
data aggregation to reduce the amount of data to be transmitted.
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6. Increasing Life Time in Multiple

Sinks

6.1. Introduction

A noteworthy test in understanding a Wireless Sensor Network is energy proficiency. Since
the sensing nodes are small in size, cost-effective, low-control gadgets, and have constrained
battery power supply, energy utilization is an essential component while planning a WSN
as discussed in chapter 2. The proposed work expects to lessen the energy consumption by
deploying multiple sinks [19].

Table 6.1 shows comparison of various parameters of WSN with single sink and multiple
sinks. Energy Consumption in single sink WSN is higher because lots of energy is wasted in
sending the data from multiple sensing nodes to the single sink. Moreover there is congestion
close to the sink. Energy consumption is lower in multiple sinks because traffic will be
shared among multiple sinks. The data from the multiple sensing nodes need not travel long
distances as the sink is close by. The congestion at one single sink is also avoided. The
end to end delay is high in single sink where as quite low in multiple sink[[108]]. There
is lower connectivity between nodes in case of single sink. Some of the nodes which are
far off from the sensor, do not form the part of the network. But, in the case of multiple
sinks, higher connectivity is ensured as the sinks are close to the nodes. The possibility of
outliers is also reduced. There is lower data delivery due to congestion in single sink where
as in multiple sinks, as the data collecting nodes are high, traffic will be distributed among

Table 6.1.: Comparisons between single sink and multiple sink in WSN
Parameter Single Sink Multiple Sink
Energy Consumption Higher Lower
End to end delay Higher Lower
Connectivity Lower Higher
Data Delivery Lower Higher
Scalability Lower Higher
Data Aggregation Required Not Required
Cost Lower Higher
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different sinks so more data can be successfully delivered to the sinks Sensor nodes have
limited transmission range so with single sink, nodes closer to the sink, have to forward lots
of packets including the ones from other nodes as well. So the chances to such nodes dying
out are increased causing a communication link failure. Whereas, in case of multiple sinks,
large scale network can be handled because there is no congestion on a single node closer to
the sink. Every node is transmitting data directly to the sink. In single sink the data captured
at every CH needs to be aggregated by the CH and then sent to the sink. Lots of energy is
consumed in data aggregation. Whereas, in the case of multiple sinks, data need not to be
aggregated by the sinks and the energy consumed in data aggregation is saved.

The section 6.2 deals with information about multiple sinks. The section 6.3 gives the
proposed algorithm. The sections 6.4 and 6.5 discuss the process of finding the optimal
number of sinks and finding the sink locations respectively. The section 6.6 deal with the
implementation and results.

6.2. Multiple Sinks

Generally a WSN is based on many-to-one communication concept of having many sensors
transferring the data to a common single sink. The proposed work demonstrates the impor-
tance of multiple sink in a WSN[17]. The most important advantage of having multiple sinks
is to shorten the routing path between a sensing node and the sink. If the area to be sensed is
very huge and the sensors are randomly deployed, then it happens that even a very effective
routing protocol fails. Even if clustering is used, the nodes waste a lot of energy in sending
the data to long distances. If the sink or the next CH is within the transmission range of the
sensor then the energy consumed is given by equation 6.1

E ∝d2 (6.1)

Where d is the distance from source to destination node.
But if the sink or the next CH is not within the transmission range of the sensor then the

energy consumed is given by equation 6.2

E ∝d4 (6.2)

So, to save energy, it becomes very important to reduce the distance between the node and
the sink or the next CH. The current work solves two problems of having multiple sinks in a
WSN namely

1. Optimal number of sinks

2. Position of sinks
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Multiple sinks deployment makes the WSN robust so that even if one of the sinks die out,
other sinks can take the charge and prevent the WSN from failing.

6.3. Proposed Algorithm

After the initial random deployment of the sensors, the position of the sensors is found out
either by the GPS or the triangulation method. The transmission range of the sensors is used
to compute the coordinates of the sensors in both the mentioned methods. Once the position
of the nodes is found out, the clusters are formed. Once the clusters are formed, the optimum
number of sinks is calculated. The steps followed in the proposed algorithm are as follows:

1. Randomly deploy the sensing nodes

2. Determine the coordinates of the nodes using triangulation method or GPS

3. Find the optimal number of clusters keeping in mind that all the nodes should be at
single hop from the sink.

4. Cluster the entire region to be sensed.

5. The sinks are positioned at the centroid of the bounded polygon formed by the coordi-
nates of the nodes.

6. Once the sinks are setup, the nodes start sending the data to the sink and the sink
aggregates and interprets the data depending upon the application for which the WSN
is employed.

Assumptions

Some assumptions are:

1. The nodes after deployment are fixed

2. There are multiple nodes and multiple sinks

3. The sinks are fixed whose position is determined by algorithm

4. The area to be sensed is large enough and the nodes are scarcely deployed to reduce
the cost of the WSN

5. All the nodes are homogeneous.

6. No two sinks occupy the same place
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Table 6.2.: Notation Table
Description Notation
The region to be sensed A
A small part of the region a′

The center of the region Ca′

Length of the region l
Breadth of the region b
The function to form clusters Form_Cluster()
A set of sensing nodes N
A node in the set N n
All the nodes in the region a′ Na′

Distance of node n from Ca′ dCa′

Transmission range of a node n T Rn
Total number of clusters cl

The next two sections discuss the process of finding the optimal number of sinks and then
finding their positions respectively.

6.4. Optimal Number of Sinks

While having multiple sinks in a WSN, there is a need of finding the optimal number of sinks.
Too many sinks will have a trade off on cost of the network. Too few sinks does not solve
the problem of energy saving while sending the sensed data from the node to the sink or the
next CH. So the optimal number of sinks needs to be found out. Finding the optimal number
of sensors is a NP hard problem [153]. If the Euclidean distance is used as the measure for
clustering metric then the centroid of the nodes in a cluster is treated as the location of the
multiple sinks. In this case the

Total number of sinks = Total number of clusters
Now finding the number of sinks is now translated to finding out the optimum number of

clusters. It is proposed that the number of clusters is decided in such a way that all of the
nodes are at single hop from the center of the cluster. The notations used are shown in the
Table 6.2

The pseudo code for the formation of the clusters is as in Algorithm 6.1
The function Form_Cluster(a′) is a recursive function which will be called by itself again

and again until all the nodes are at single hop from the center of the cluster which is deter-
mined a priori.
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Algorithm 6.1 Form_Cluster
Form_Cluster(a′)
{

i f (all values of n,n∈ Na′,T Rn≤ dCa′)
break;
else
{

Divide a′ into two halves (a′/2)
Find the set Na’/2
cl = cl +1;
Form_Cluster(a′/2)

} // end of else condition
}

Sink Node

Figure 6.1.: Clusters and sinks in rectangular region

6.5. Finding Sink Locations

It’s assumed that the sink is placed at the center of the cluster. So, all the nodes should be at a
single hop from the center of the cluster. Single-hop has an edge over multiple-hop in the fact
that a lot of energy is wasted in sending the data from one node to another. In multiple-hop,
energy of the network is also wasted in finding out the optimum routing path. To minimize
the energy consumption in a WSN, single hop clustering is done. In an ideal case for the
theoretical explanation we assume that the region to be sensed in a complete rectangle and
the rectangle is divided into 6 clusters of equal size. The sinks are placed at the centers of
the 6 small rectangles formed within the larger rectangle as shown in the Figure 6.1.

But in real world scenarios, it’s not possible that the region is a rectangle. In actuality the
region is not uniform. The sensors are deployed randomly as shown in the Figure 6.2.
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Sink Node

Figure 6.2.: Clusters and sinks in irregular region

The clusters are formed following the pseudo code as explained earlier. The sinks are
placed at the centroid of the bounded polygons. The centroid of a bounded polygon is given
by

Cx =
1

6A

n−1

∑
i=0

(xi + xi+1)(xiyi+1− xi+1yi) (6.3)

Cy =
1

6A

n−1

∑
i=0

(yi + yi+1)(xiyi+1− xi+1yi) (6.4)

A =
1
2

n−1

∑
i=0

(xiyi+1− xi+1yi) (6.5)

and where A is the polygon’s signed area.
In these formulas, the vertices are assumed to be numbered in order of their occurrence

along the polygon’s perimeter, and the vertex (xn,yn) is assumed to be the same as (x0,y0).
If the points are numbered in clockwise order the area A, computed as above, will have a
negative sign; but the centroid coordinates will be correct even in this case.

The sink is placed at the center of the cluster so there is no need to determine the CH.
Hence the network energy utilized in CH selection is also preserved.

6.6. Implementation and Simulation Results

The nodes were deployed randomly as shown in the Figure 6.3.
The area is calculated by the Eqn. 6.5. The coordinates of the sink are calculated by the

Eqns. 6.3 and 6.4. Then the WSN is simulated on MATLAB and the numbers of rounds are
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Figure 6.3.: Bounded polygon of randomly deployed nodes

Table 6.3.: Simulation Results
Protocol Rounds for FND Rounds for LND
Direct 217 468
MTEs 15 843
Static Clustering 106 240
LEACH 1848 2608
Proposed protocol 3125 5423

found before the first node dies out (FND) and the last node dies out (LND). It is compared
with the different existing protocols i.e. Direct, Minimum Transmission Energy (MTE),
Static clustering and dynamic clustering (LEACH). The initial energy of each node is as-
sumed to be 1 Joule. The simulation is done with 100 nodes and 10 sinks. The figures for
the other protocols are taken from the research paper [3].

The Table 6.3 clearly depicts that the proposed protocol has better energy efficiency as the
number of rounds before first node and last node die out is considerably high as compared
to other existing protocols [19] . A high improvement is observed for the rounds for FND,
and LND as compared to DTE. However, if the results of proposed algorithm are compared
with the best existing case, i. e. LEACH case, it is observed that an improvement by 1277
and 2815 round achieved for FND and LND respectively.
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6.7. Summary

From the proposed work it is concluded that the network lifetime is considerably increased
by using multiple sinks. In single hop clustering the nodes need to send data to sinks located
quite far off and thus waste energy. In multiple hops the energy is wasted in finding out
the optimal path and then sending the data to the sinks in multiple hops and thus wasting
some amount of energy in every hop. Single hop multiple sink clustering reduces the energy
consumption in finding out the optimal routing path and then sending the data to the sink in
multiple hops.
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7. Lifetime Optimization in

Multiple Sinks

7.1. Introduction

In a single sink WSN, the nodes need to send the data through multiple hops. In a large WSN,
it becomes quite inefficient in terms of power consumption while gathering all information
in a single sink [111]. Most extreme energy utilization happens in conveying the information
from the nodes to the sink [13, 16]. To minimize the energy utilization while sending the
information to the sink, various sinks are utilized. As there are multiple sinks, the separation
from the nodes to the sink decreases, in this way there is no need of multiple hops. Multiple
sinks decrease the distance the detected information needs to travel and henceforth corre-
spondingly decrease the energy utilization considerably[19]. Another detriment of a solitary
sink WSN is that of energy disbalance between the nodes near the sink and the ones which
are far away [20]. The system is re-structured by altering the quantity of nodes associated
with a sink. In this chapter, a calculation is proposed for system rebuilding in a multiple
sink WSN to decrease the energy utilization and expand the system lifetime. This energy
adjustment through system re-organization advances the system lifetime. The quantity of
not connected notes are additionally entirely less. The execution is done in MATLAB. The
execution results support the stated proclamations.

The next section describes the proposed algorithm. The simulation results are discussed
in the section 7.3. The chapter is summarized in the section 7.4.

7.2. Proposed Algorithm

The proposed work concentrates on multiple sink single hop routing[21]. The nodes and
the sinks are randomly deployed. At the first instance the nodes are connected to a sink
depending upon their distance and the transmission energy. A node gets connected to a sink/s
if its distance from the sink/s is less than the transmitting range. In this way all the nodes are
connected to one or many sinks. There may be some nodes which are not connected to any of
the sinks as they are deployed quite far from the network and is not within the transmission
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range of any sink. In the next phase network restructuring is done. The energy consumed by
every sink is calculated and the sink with maximum energy consumption is identified. The
unique nodes connected to this sink are traced. A unique node is one which is connected to
only that sink. All the other connected nodes apart from the unique nodes are then found
out. Such nodes are then connected to other sinks (within the transmission range); keeping
in mind that the new energy consumption of that sinks doesn’t cross the threshold. In this
way the energy consumption of the sink which was earlier consuming maximum energy, is
reduced. This process is repeated for all the sinks in the increasing order of their energy
consumption. The end result is a network which now consumes less energy overall.

7.2.1. System Model and Assumptions

1. Sinks are randomly deployed and then they are fixed. Since random distribution is
used, the complexity in determining the position of the sink is removed.

2. The nodes after random deployment are fixed.

3. The density of nodes deployed is high such that the data reaching a sink in single hop
consumes small energy.

4. The network is heterogeneous. The sinks have more power than the sensing nodes.
The sinks have additional computational capacity as well.

7.2.2. Pseudo Code

1. The sensor nodes and the sinks are randomly deployed and after the deployment the
nodes and sinks are stationary. Combination of sink and sensor nodes will make the
network heterogeneous.

2. N is the set of p nodes deployed in the area to be sensed in the given network. N =

{n1,n2,n3, . . . . . . . . . . . .np}

3. S is the set of q sinks deployed in the area to be sensed in the given network. S =

{S1,S2,S3, . . . . . . . . . . . .Sq}.

4. Calculate the Euclidean distance from each sink to every node. DSiis the set of dis-
tances of all the nodes from the ith sink.

Di j =
√

(xi− x j)2 +(yi− y j)2

i = sinkID = 1,2, . . . ,q, j = nodeID = 1,2, . . . , p
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7.2. Proposed Algorithm

DSi = {Di1,Di2,Di3, . . . . . . . . . . . . Dip}

So it will form a [q, p] order distance matrix (D) which will contain the distances of
all the sinks from all the nodes. The distance between the nodes is calculated using a
method based on RSSI [154].

5. The threshold energy of the sink is E0.

6. The transmission range of a node is Tx.

7. The neighboring nodes of every sink are calculated based on the transmitting range.
Nbi is the set of all the neighboring nodes of ith sink (Si)

Nbi ⊆ N where{Nbi | Di j < Tx∈ j, j∈N}

8. A new connection matrix (C) is formed based on D. A flag is set for every element
where the distance from node to sink is less than the transmission range Tx. Thus C is
in the binary form.

9. The energy consumed by ith sink Ei is calculated by

Ei = k
|Nbi|

∑
j=1

(Di j)
2

Where | Nbi | is the total number of neighbor nodes of ith sink (Si) and Di j is the
distance of ith sink from the jth node where n j∈Nbi, k is the constant for first order
radio energy model [3]

10. Calculate the Emax= maximum(Ei), Where i = 1 toq and find the maximum energy
consumed by any sink Si.

11. i f (E0 > Emax) { No need to optimize the network, Iteration = 0; Set the E0 below the
Emax, Repeat step 10}

12. else

a) Calculate the unique nodes connected to a sink. A unique node to a sink is the
one which is not connected to any other sink. Ui is the set of unique nodes for
Si,Ui∈Nbi,

Ui = {n1,n2,n3, ...,ni} ∈ Nbi&Ui /∈ Nb j

Where j = 1,2,3...,qand i 6=j
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Table 7.1.: Simulations Parameters
Parameter Value Parameter Value

N 50,100 Emax MaxEnergyconsumed by sink
Rs Point Sensor ni nodeid o f ith node
Rt 150m S 10, Number o f sinks
A 100*100m2 Er E0−EDA−Eprocessing−Esense
E0 Initial 1J Eth 0.5J to0.1J

b) Based on the above step and 7 we can easily calculate the nodes, having connec-
tivity with more than one sink. MCi is the multiple connecting nodes set having
the connection with multiple sinks.

c) MCi nodes of the ith sink are arranged into the descending order of the distance
from the ithsink.

d) Select the nodes having the minimum distance from the ith sink and disconnect
the connection of remaining nodes those are far from the ith sink, and update the
overall connection matrix C based on the distance matrix D.

13. Repeat the steps 9-12 by re-calculating the sink energy with modified C. The iteration
count is also increased.

14. The steps are repeated until Emax becomes constant. Now the network is optimized
and the routing is started by the nodes. The lifetime of the network is calculated by
counting the number of rounds done by the network before the first node die out.

7.3. Simulation and Results

The simulation of the above mentioned pseudo code was performed in MATLAB. The sim-
ulation parameters are mentioned in Table 7.1.

The numbers of nodes not connected to any sink as the number of sinks increase in the
network are depicted in Table 7.2. In the proposed work we have considered the restruc-
turing energy in terms of processing energy(Eprocessing). In the restructuring only the node
connection changes with one sink to other sink to reduce the load of the sink and decrease
the delay.

It’s apparent from the Table 7.2, that as we increase the sinks, the number of not connected
nodes decreases. But after a certain point of time, the not connected nodes more or less
remain same. Since the sinks and the nodes are randomly deployed, and the nodes are
connected to the sink with a single hop, there are not connected nodes because of large
transmission energy required outside the transmission range Rt(E ∝d4) [3]. If we would
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Table 7.2.: Before Network Re-structuring
Sinks Not Emax Emin Eavg Maxnodesconnected

Connected (J) (J) (J) tosinglesink
5 30 0.312 0.173 0.240 28
6 28 0.331 0.139 0.23 30
7 22 0.359 0.152 0.244 31
8 16 0.371 0.114 0.239 31
9 14 0.334 0.121 0.227 30

10 11 0.362 0.103 0.233 32
11 10 0.360 0.1 0.231 31
12 9 0.386 0.110 0.236 32
13 10 0.363 0.101 0.23 30
14 9 0.368 0.104 0.226 31
15 8 0.391 0.093 0.226 32

Table 7.3.: After Network Re-structuring
Sinks Emax Emin Eavg Maxnodesconnected

(J) (J) (J) tosinglesink
5 0.240 0.173 0.195 15
6 0.230 0.139 0.193 15
7 0.244 0.152 0.192 10
8 0.247 0.114 0.211 12
9 0.288 0.121 0.210 11
10 0.274 0.103 0.20 12
11 0.245 0.121 0.197 10
12 0.245 0.110 0.166 8
13 0.260 0.101 0.194 7
14 0.240 0.104 0.198 6
15 0.242 0.093 0.217 7

have deployed the sinks manually, the number of not connected nodes would have reduced
considerably. The optimal number of sinks also depends upon the network area to be covered
by the sinks.

The Figure 7.1 depicts the plot of total percentage of sinks vs. percentage of not connected
nodes. With the help of curve fitting tool of 4th order polynomial obtained is

y =−0.0143x4 +0.5585x3−7.4997x2 +37.6059x−30.9394 (7.1)

Using the above polynomial, suitable value is 0.12 sink/nodes. This shows that the optimal
number of sinks is 12 for 100 nodes in the considered scenario. Now, the network restructur-
ing algorithm mentioned in the pseudo code section is applied to the above data as depicted
in Table 7.3.
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Figure 7.1.: Not connected nodes

Table 7.4.: Before Network Re-structuring Sinks = 10
Network Sinks Emax Emin Eavg Maxnodesconnected

Restructuring (J) (J) (J) tosinglesink
Be f ore 10 0.362 0.103 0.233 32
A f ter 10 0.274 0.103 0.20 12

It can be observed that after restructuring, the network consumes less energy. The number
of maximum nodes connected to single sink reduces which results in reduction of the total
energy consumption of sink. Thus, it results in increased network lifetime.Emin remains the
same before and after the network restructuring because the number of nodes connected to
particular sink is minimum and constant. Where as Emax is reduced due to network restruc-
turing. If a node is connected to multiple sinks then after restructuring, it gets connected to
single sink to save the other sinks energy consumption. So, Eavg is automatically decreased.

In Table 7.4, we consider the case of network with 10 Sinks. After applying the algorithm,
i.e. after energy balancing through network restructuring

The Emax has changed from 0.362 to 0.274. The maximum number of nodes connected to
a single sink has been changed to 32 to 12. The Eavg is also changed from 0.233 to 0.20.

To appreciate the algorithm, a Table7.5 is added which gives the change in values of Emax

before and after network restructuring and also mentions the percentage decrease in Emax.
The Table 7.5 clearly shows that there is considerable decrease in the Emax before and after

network restructuring.
A similarTable 7.6 is shown to depict the percentage decrease in the maximum number of

nodes connected to a single sink after network restructuring.
The Table 7.6clearly shows that there is considerable decrease in the maximum number of
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Table 7.5.: Percentage decrease in Emax

Number of sinks
Emax

Before restructuring After restructuring % decrease
5 0.312 0.240 23.1%
6 0.331 0.230 30.5%
7 0.359 0.244 32.0%
8 0.371 0.247 33.4%
9 0.334 0.288 13.8%

10 0.362 0.274 24.3%
11 0.360 0.245 31.9%
12 0.386 0.245 36.5%
13 0.363 0.260 28.4%
14 0.368 0.240 34.8%
15 0.391 0.242 38.1%

Table 7.6.: Percentage decrease in the maximum number of nodes

Number of sinks
Maximum number of nodes connected to a single sink

% decrease
Before the restructuring After the restructuring

5 28 15 46.4%
6 30 15 50.0%
7 31 10 67.7%
8 31 12 61.2%
9 30 11 63.3%
10 32 12 62.5%
11 31 10 67.7%
12 32 8 75.0%
13 30 7 76.7%
14 31 6 80.6%
15 32 7 78.1%
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Table 7.7.: Maximum nodes connected to single sink
No. of Maximum number of nodes connected to a single sink
Nodes Before the restructuring After the restructuring

80 30 11
90 30 11

100 32 12
110 36 14
120 35 13
130 40 14
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Figure 7.2.: Maximum nodes connected to single sink

nodes connected to a single sink after network restructuring. Eavg is also decreased, a table
for which is not shown separately.

Now, we consider one more scenario of changing the number of sensing nodes. The
observations are depicted in Table 7.7, Figure 7.2.

Considering the Table 7.7, when the number of nodes are 80, the maximum number of
nodes connected to a single sink before and after network restructuring has been reduced to
11 from 30. The percentage drop in the maximum number of nodes connected to a single
sink is depicted in the Table 7.8

Thus it shows that the proposed algorithm is quite effective for multiple sink, single hop
WSN. After the network restructuring, the maximum number of nodes connected to a sink
reduces considerably. As a result of this energy balancing, the network lifetime is increased
and the energy consumption is reduced.

The optimal number of sinks is also calculated using fourth order polynomial. The number
of iterations used for simulation is 100. In 100 iterations the value of average energy (mean)
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Table 7.8.: Percentage drop in maximum number of nodes

No of nodes
Percentage drop in max no.

of nodes connected to a single sink
80 63.3%
90 63.3%

100 62.5%
110 61.1%
120 62.9%
130 65%

is 0.2329J and the standard deviation of mean is 0.0061J. Since the standard deviation is
very small so this iteration count is statistically valid.

7.4. Summary

The proposed work performs network lifetime optimization through energy balancing in
a multiple sink single hop WSN. The network restructuring balances the energy among the
sinks, thereby increasing the network lifetime. In the proposed algorithm we have considered
the network lifetime with respect to the maximum and average energy consumption. More
the energy consumed and less the network lifetime. The proposed restructuring algorithm
reduces the maximum nodes connected to a sink. As a result of which, the total energy
consumed by the sink connected to the maximum nodes also decreases further resulting
in increasing the total network lifetime. The implementation results shown in MATLAB
demonstrate that network restructuring is beneficial in reducing the maximum and average
energy of the sinks. The optimal number of sinks are also calculated through a fourth order
polynomial.
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8. Conclusion

A wireless sensor network consists of a large number of sensing nodes randomly deployed in
a region. The objective of the research was to design a WSN so as to achieve the following:-

1. Maximum energy utilization

2. Maximum Connectivity and coverage of the network

3. Optimized Network Lifetime of the network.

In this chapter, the contributions of the thesis have been summarized and some suggestions
for future work have also been provided.

8.1. Summary of Contributions

The current research work proposes a WSN for sensing multiple attributes in an environment
and then producing an alarm if any unexpected condition is predicted. The protocol used is
hybrid and bidirectional. The use of data aggregation has minimized the data transmissions
and also made it fast. The parallel processing in the application processor has fastened up
the data analysis as depicted in the chapter 3 of the current thesis work.

We have also proposed a merging algorithm which minimizes the global energy usage
by making sensing nodes to work in sleep and active mode. Merging outperforms the con-
ventional network’s energy usage by uniformly distributing the load of sensing in the nodes
falling in the same sensing range. Clearly our simulations as depicted in chapter 3, show that

• Network using merging is more energy efficient than the conventional network.

• Lifetime of network using merging is increased.

The application of this type of network become limited in sparse deployment as the sensing
range of the nodes is less. There has to be large number of nodes for feasibility of this
network. Based on our MATLAB simulations as mentioned in the section 3.4.4, our proposed
model outperforms the conventional models. Providing WSNs with such efficient models
will open up a whole new horizon for them.
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Clustering in WSN not only reduces energy consumption but also achieves better network
performance. Hierarchical agglomerative clustering uses bottom up approach and hence
the complete network information is not required. The dendrograms for the various HAC
protocols for qualitative and quantitative data are shown in the chapter 4. If the position
of the nodes is not known due to the issues like cost, time, energy conservation then the
Sorensen method is used to find out the similarity matrix and then perform the clustering of
the nodes. The dendrograms for single and complete link protocol clearly show that single
link has a chain effect, making the clustering inefficient. The dendrograms of quantitative
single link, complete link, and average link are similar to the dendrograms of qualitative
single link, complete link and average link respectively. So, it shows, as in section 4.4, that
there is no need to find out the location of the nodes in a randomly deployed WSN. Finding
out the position of the nodes not only make the clustering complex but also consumes a lot
of energy.

The most energy consuming process in clustering is the determination of CHs. The pro-
posed algorithm for CH selection in a WSN using unique node concept has many advantages
as shown in the chapter 5. The latency in transmitting the data in a single hop is much more
than in the proposed multi hop WSN. Each node in the network transmits the data to CH/BS
closest to it. The CH in turn transmits the data to the next CH, if required, to reach the BS. If
the CH is selected on the basis of the concept of maximum number of nodes connected, then
it may happen that one or more unique nodes are not connected to any of the selected CHs.
Thus this algorithm deals with the CH selection based on the unique node concept. In the
proposed algorithm there is no possibility of having any outlier, as all the unique nodes are
connected to some or the other CH. Adaptability is also well taken care of. After clustering,
if in the process of transmission of data, one of the CHs die out, then the CH at the previous
hop comes to know about it since the data from the died CH didn’t reach it and the clustering
algorithm is repeated after (n−1)th hop for the entire network. If the residual energy of the
CH becomes less than the threshold energy then the CH section process is re-instantiated
after (n− 1)th hop for that particular path. The results as depicted in section 5.4, clearly
depict that the proposed clustering algorithm increases the network lifetime. In WSNs, the
communication cost is often several orders of magnitude larger than the computation cost,
thus the CHs perform data aggregation to reduce the amount of data to be transmitted.

The motivation of the current research work is to reduce the energy consumption in a WSN
and consequently increase the network lifetime. From the proposed work in the chapter 6,
it is concluded that the network lifetime is considerably increased by using multiple sinks.
In single hop clustering the nodes need to send data to sinks located quite far off and thus
waste energy. In multiple hops the energy is wasted in finding out the optimal path and then
sending the data to the sinks in multiple hops and thus wasting some amount of energy in
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every hop. Single hop multiple sink clustering reduces the energy consumption in finding
out the optimal routing path and then sending the data to the sink in multiple hops.

The proposed work in chapter 7,performs network lifetime optimization through energy
balancing in a multiple sink single hop WSN. The network restructuring balances the energy
among the sinks, thereby increasing the network lifetime. The proposed restructuring algo-
rithm reduces the maximum nodes connected to a sink. As a result of which the total energy
consumed by the sink connected to the maximum nodes also decreases further resulting in
increasing the total network lifetime. The implementation results shown in MATLAB as in
section 7.3 demonstrate that network lifetime is increased by network restructuring.

8.2. Future Work

While developing the Wireless Enviormntal Monitoring System(WEMS), the future work
corresponds to dealing with a hybrid bidirectional protocol for tree based WSN. Then have
a comparison between the two approaches based on energy consumption and time delay. In
the future the authors wish to consider the scenario of a mobile sinks WSN. In this case there
would be single hop routing with the sink moving randomly. This involves complexity of
finding out the position of the sinks. The authors also wish to have sinks deployed at fixed
positions in the initial phase instead of random deployment. And then finally compare the
results obtained in different scenarios with multiple sink moving/stationary with and without
initial sink positioning.

In the future the authors plan to propose an algorithm for controlling the traffic at one sink.
In a multiple sink WSN, it may happen that the traffic at one sink is very high as compared
to the traffic at other sinks. There is a need to monitor this traffic and distribute it to other
sinks. Also the authors wish to study the pros and cons of having mobile multiple sinks.
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