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Abstract 

 
The  main  goal  of  the  thesis  is  to  show  a  novel  use  of  the   wavelet  

transform and singular value decomposition for  enhancing  the  security of  

images through watermarking. The  properties  of  wavelets  make  them  special   

in  that  they  have  a  good  time  and  frequency  localization  which  make  them  

ideal  for  the  processing  of  non-stationary  signals  like  the  images.  The  

traditional  Fourier  transform  only  provides  the  spectral  information  of  a  

signal  and  thus  it  is  not  suitable  for  the  analysis  of  non-stationary  signals. 

The lifting wavelet transform (LWT) is a recent approach to wavelet transform 

and singular value decomposition (SVD) is a valuable transform technique for 

robust digital watermarking. While LWT allows generating an infinite number of 

discrete biorthogonal wavelets starting from an initial one, singular values (SV) 

allow us to make changes in an image without affecting the image quality much. 

This thesis presents an approach which tries to amalgamate the features of these 

two transforms to achieve a hybrid and robust digital image watermarking 

techniques. Certain performance metrics are used to test the robustness of the 

method against common image processing attacks.    

Next we  show  the  image processing algorithms for de-noising, reconstruction 

and watermarking,  using  wavelets and splines  that  can  be  applied  

successfully  to  enhance  noisy  multidimensional  image  data  sets  i.e.  two-

dimensional  (2-D)  image  slices  and  three-dimensional  (3-D)  image  volumes.  

Noise  removal  or  de-noising  is  an  important  task  in  image  processing  used  

to  recover  a  signal  that  has  been  corrupted  by  noise.  Random  noise  that  is  

present  in  images  is  generated  by  electronic  components  in  the  

instrumentation.  The  thesis  present  an Intelligent Recursive Algorithm (IRA) 

based on lifting filter that can efficiently remove noise. The algorithm does not 



ii 

 

need any threshold parameters unlike the algorithms developed so far using PSM 

and median based filters. It is found from the results that the proposed IRA for 

noise removal demonstrates much better results with lesser computation time 

when compared to other existing algorithms. The proposed algorithm even works 

for binary images corrupted with impulse noise. The image restored using the 

proposed algorithm is compared with restoration using median based filters. It 

can be observed that the visual quality is much better and the finer details are 

very well maintained using the proposed algorithm for both binary and grayscale 

images  

  

Also image representation and reconstruction methods for transmission on the 

network have been presented. Progressive image transmission provides a 

convenient User Interface when images are transmitted slowly. A progressive 

image reconstruction scheme based on the multi-scale edge representation of 

images is presented. In the multi-scale edge representation an image is 

decomposed into Most Significant Points which represent the strong edges and 

Insignificant Points which represent weak edges. Image re-construction is done 

based on the approximation of image regarded as a function, by a linear spline 

over adapted Delaunay triangulation. The proposed method progressively 

improves the quality of the reconstructed image till the desired quality is 

obtained. 

 

Further  topic  of  interest  to  be  presented  in  the  thesis  is  the  visualization  

of  images  using  some  MATLAB  functions.  This  makes  it  possible  to  visualize  

images  without  the  need  of  special  glasses  especially  for  3-D  image  

volumes  or  using  special  expensive  software  programs  which  will  need  

some  bit  of  expertise.   
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The  application  of  the  proposed  algorithms  is  mainly  in  the  area  of 

biomedicine,  seismology,  remote  sensing,  material  science,  magnetic  

resonance  imaging  (MRI)  etc. as  an  imaging  technique  used  primarily  to  

produce  quality  images  under adverse conditions of noise and security 

violations.  The  thesis  presents  the  theory  of  the  fundamental  mathematical  

tools  (discrete  Fourier  transform  (DFT)  and  (DWT)  that  are  used  for  the  

analysis  and  processing  of  images. The  performance  of  the  de-noising  

algorithms  are  quantitatively  assessed  using  different  criteria  namely  the  

mean  square  error  (MSE),  peak  signal-to-noise  ratio  (PSNR)  and  the  visual  

appearance.  The  results  are  discussed  in  accordance  to  the  type  of  noise  

and  wavelets  implemented.  Experimental  results  show  that  proposed   de-

noising  and reconstruction algorithms  can  powerfully  enhance  the  PSNR  in  

noisy   data  sets.      Finally,  I  conclude  and  give  suggestions  for  future  

research  work.   
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Chapter 1 

Introduction 
 

Image processing can be defined as the manipulation  of an image for the 

purpose of either extracting  information from the image or producing an 

alternative representation of the image. There  are numerous  specific 

motivations  for image processing but  many fall  into  the  following  

categories:  

 

(i) To secure the image against attacks on image integrity or 

copyright violations. 

( i i )  To  remove  unwanted  signal  components that  are 

corrupting  the image.  

(iii) To extract  information by rendering it in a more obvious or 

more useful form. 

 

An image can be defined as a two dimension function f (x, y) (2D Image), where x 

and y are spatial coordinates, and the amplitude of f at any pair of (x, y) is gray 

level of the image at that point. For example, a grey level image can be 

represented as: 

 

                                           f ij  Where f ij Ξ f ( x i , y j ) 

 

When x, y and the amplitude value of f are finite, discrete quantities, the image is 

called “a digital image”[61]. The finite set of digital values is called picture 
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elements or pixels. Typically, the pixels are stored in computer memory as a two 

dimensional array or matrix of real number. 

 

In the thesis we present a robust watermarking technique for image security. 

Watermark may be embedded either in spatial domain or in transform domain. 

Transform domain techniques employ various transforms. In  order  to  have  

more  promising techniques, researches were directed towards watermarking in 

the transform domain, where the watermark is not added to the image   

intensities,   but   to   the   values   of   its   transform coefficients. Then to get the 

watermarked image, one should perform the transform inversely. Wavelet   

based   transforms   gained   popularity recently because of the property of 

multiresolution analysis that it provides. A new approach to wavelet transform is 

the lifting wavelet transform[19].  In this thesis, the fusion of LWT and SVD 

approaches i.e. LWT-SVD scheme is proposed, where an image is watermarked 

using other image for the purpose of validation. The purpose of singular value 

decomposition is to reduce a dataset containing a large number of values to a 

dataset containing significantly fewer values,  but  which  still  contains  a  large  

fraction  of  the variability present in the original data. SVD analysis results in a 

more compact representation of these correlations, especially with multivariate 

datasets and can provide insight into spatial and temporal variations exhibited 

in the fields of data being analyzed. 

 

Next we present an efficient scheme for noise removal. Noise should be removed 

while keeping the fine details of the image intact. An intelligent recursive noise 

removal algorithm (IRA) based on the lifting filter that can efficiently remove 

noise is presented in this thesis. The algorithm computes the threshold  and 

demonstrates superior results with lesser computation time. Noise in images 
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consists of random signals that do not come from the source object but from 

other  sources in the machine and environment that do not contribute to the 

image differentiation. The noise of an image gives it a grainy appearance and 

mainly  the noise is evenly spread and more uniform. It is often desirable to 

process it to enhance the visibility of certain features such as the edges. There  

are  many advanced methods of image processing involving  techniques that 

include the traditional  Fourier transform and the wavelet transform. Recently  

a dual tree complex wavelet transform (DT CWT) was developed and has 

added advantages over classical methods, these include shift invariance and 

improved directionality. In this thesis we propose the lifting scheme with 

improved PSNR. Experiments  are done  on 2-D  image data  sets.  The  

performance of the de-noising algorithms  are quantitatively  assessed using 

different criteria  namely the PSNR, MSE and the visual  appearance. 

 

In this thesis we also propose a new scheme for image data representation. 

Although image compression provides an efficient and effective method to 

reduce the amount of data needed to represent an image, it oftentimes requires 

receivers to wait for the completely encoded results before reconstructing the 

image. If the decoded image is not the expected one, then receivers must 

transmit another image again.  Progressive Image Transmission (PIT) techniques 

have been proposed to alleviate this problem by first sending a coarse version 

of the original image and then resending  it progressively. Progressive image  

transmission can help  reducing the latency when transmitting raster images 

over low bandwidth links. Often, a rough approximation (preview) of an image 

is sufficient for the user to decide whether or not it should be transmitted in 

greater detail. This allows the user to decide whether to wait for a more detailed 

reconstruction, or to abort the transmission. Progressive image transmission has 
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many applications, such as teleconferencing, remote image database access and 

so on. Accordingly, A Fast Progressive Image Transmission Algorithm Using Linear 

Bivariate Splines has been proposed. 

 

1.1 Objectives 

The  main objectives of the thesis can be summarized as follows: 

 

• The lifting wavelet transform (LWT) and singular value 

decomposition (SVD) techniques for robust digital watermarking. 

•  Intelligent Recursive Algorithm (IRA) based on lifting filter that can 

efficiently remove noise. 

• Progressive image reconstruction scheme based on the multi-scale 

edge representation using linear bivariate splines. 

 

 

1.2 Key Concepts 

Key concepts relevant for research are given below. These concepts have been 

discussed in subsequent paragraphs. 

(a) Singular Value Decomposition.  

(b) Wavelet Transforms 

(c) Lifting Scheme 

(d) Linear Bivariate Splines 

 

 

1.3 Singular  Value  Decomposition. 

The singular value decomposition of nxp matrix A is its representation as A = U W 

V
 T

, where U is an orthogonal nxn matrix, V - orthogonal pxp matrix[14]. The 



 

 

diagonal elements of matrix 

off-diagonal elements are zeros. 

The matrix W consists mainly of zeros, so we only need the first min(n,p) columns  

of matrix U to obtain matrix 

affect the product. These columns and rows are called left and right singular 

vectors. SVD allows us refactoring a digital image in three matrices. The using of 

singular values of such refactoring allows us to represent the image with a 

smaller set of values, which can preserve useful features of the original image, 

but use less storage space in the memory, and achieve the image compression 

process. 

Singular value decomposition takes a rectangular matrix of image data (defined 

as A, where A is a n x p matr

the experimental conditions. The SVD theorem states:

 

Anxp= Unxn Wnxp V
T

pxp 

 

Where 

U
T
U = Inxn 

V
T
V = Ipxp  (i.e. U and V are orthogonal)

 

Where the columns of U are the left singular vectors; W (the same dimensions as 

A) has singular values and is diagonal; and V

vectors. The SVD represents an expansion of the original data in a coordinate 

system where the covariance matrix is diagonal.

diagonal elements of matrix W are non-negative numbers in descending order, all 

ents are zeros.  

 

consists mainly of zeros, so we only need the first min(n,p) columns  

to obtain matrix A. Similarly, only the first min(n,p) rows of matrix 

affect the product. These columns and rows are called left and right singular 

SVD allows us refactoring a digital image in three matrices. The using of 

singular values of such refactoring allows us to represent the image with a 

ues, which can preserve useful features of the original image, 

but use less storage space in the memory, and achieve the image compression 

Singular value decomposition takes a rectangular matrix of image data (defined 

matrix) in which the n rows and the p columns represents 

the experimental conditions. The SVD theorem states: 

(i.e. U and V are orthogonal) 

Where the columns of U are the left singular vectors; W (the same dimensions as 

) has singular values and is diagonal; and V
T
 has rows that are the right singular 

vectors. The SVD represents an expansion of the original data in a coordinate 

he covariance matrix is diagonal. 
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negative numbers in descending order, all 

consists mainly of zeros, so we only need the first min(n,p) columns  

. Similarly, only the first min(n,p) rows of matrix V
 T

 

affect the product. These columns and rows are called left and right singular 

SVD allows us refactoring a digital image in three matrices. The using of 

singular values of such refactoring allows us to represent the image with a 

ues, which can preserve useful features of the original image, 

but use less storage space in the memory, and achieve the image compression 

Singular value decomposition takes a rectangular matrix of image data (defined 

columns represents 

Where the columns of U are the left singular vectors; W (the same dimensions as 

has rows that are the right singular 

vectors. The SVD represents an expansion of the original data in a coordinate 
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Calculating the SVD consists of finding the eigenvalues and eigenvectors of AA
T 

and 

A
T
A. The eigenvectors of A

T
A make up the columns of V , the eigenvectors of AA

T 
 

make up the columns of U. Also, the singular values in W are square roots of 

eigenvalues from AA
T
 or A

T
A.  The singular values are the diagonal entries of the W 

matrix and are arranged in descending order. The singular values are always real 

numbers. If the matrix A is a real matrix, then U and V are also real.  

 

Proof: 

A=UWV
T
 and A

T
=VWU

T
 

A
T
A = VWU

T
UWV

T
  

A
T
A = VW

2
V

T
 

A
T
AV = VW

2
 

There are many properties and attributes of SVD, such as: 

1. The singular value of W  are unique, however, the matrices U and V 

are not unique; 

2. Since A
T
 A = VW

T
 WV

T
 , so V diagonalizes A

T
 A, it follows that the vj ‘s 

are the eigenvector of A
T
 A. 

3. Since AA
T
 = UWW

T
 U

T
 , so it follows that U diagonalizes AA

T
 and that 

the ui ’s are the eigenvectors of AA
T
 . 

4. If A has rank of r then vj, vj, …, vr form an orthonormal basis for 

range space of A
T
 ,R(A

T
 ), and uj, uj, …, ur form an orthonormal basis for 

range space A, R(A). 

5. The rank of matrix A is equal to the number of its nonzero singular 

values. 
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The property 5 of the SVD may be applied for image compression which deals 

with the problem of reducing the amount of data required to represent a digital 

image. Compression is achieved by the removal of three basic data redundancies: 

  

1. Coding redundancy, which is present when less than optimal.  

2. Interpixel redundancy, which results from correlations between the pixels.  

3. Psycho visual redundancies, which is due to data that is ignored by the 

human visual. 

 

The property 5 of SVD tells us “the rank of matrix A is equal to the number of its 

nonzero singular values”. In many applications, the singular values of a matrix 

decrease quickly with increasing rank. This propriety allows us to reduce the 

noise or compress the matrix data by eliminating the small singular values or the 

higher ranks. When an image is SVD transformed, it is not compressed, but the 

data take a form in which the first singular value has a great amount of the image 

information. With this, we can use only a few singular values to represent the 

image with little differences from the original. 

 

To illustrate the SVD image compression process, we show detail procedures: 

 

A=UWV
T
=∑ σ�

��� iuivi
 T

 

That is A can be represented by the outer product expansion: 

 

A= σ 1u1v1
T 

+  2u2v2
T 

+ …….. σ rurvr
T 

When compressing the image, the sum is not performed to the very last SVs, the 

SVs with small enough values are dropped (the SVs are ordered on the diagonal). 
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The closet matrix of rank k is obtained by truncating those sums after the first k 

terms: 

Ak= σ 1u1v1
T 

+  2u2v2
T 

+ …….. σ kukvk
T 

The total storage for Ak will be  k (m + n + 1). The integer k can be chosen 

confidently less then n, and the digital image corresponding to Ak will still have 

very close the original image. However, each different k will have a different 

corresponding image and storage for it. 

 

Image Compression Measurement 

To measure the performance of the SVD image compression method, we can 

compute the compression factor and the quality of the compressed image. Image 

compression factor can be computed using the Compression ratio: 

 

Ck = 
�.	


���	��

 

 

To measure the quality between original image A and the compressed image  Ak , 

the measurement of Mean Square Error (MSE) can be computed: 

 

 

MSE=
�

�.	
∑ ∑ [	

���
�
���  [fA(x,y)-fAk(x,y)] 

 

On  a computer, an  image is simply  a matrix  denoting  pixel colors. For 

example, a grayscale image can be represented as a matrix  whose entries are 

integers between 0 and 255 (for 256 shades of gray), denoting  the shade of 

each pixel.  Typically, such matrices  can be well-approximated by low-rank 

matrices.  Instead  of storing  the mn entries of the matrix  A, one need only 
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store the k(m + n) + k numbers  that make up the various σj , uj , and vj  

values in the sum 

A=USV
T
=∑ σ�

��� iuivi
 T 

When  k<<min(m, n),  this  can make a significant  improvement. 

 

1.4 Wavelet Transforms 

As a mathematical tool, wavelets can be used to extract information from many 

different kinds of data, including audio signals and images[75]. Sets of wavelets 

are generally needed to analyze data fully. A set of "complementary" wavelets 

will deconstruct data without gaps or overlap so that the deconstruction process 

is mathematically reversible. Thus, sets of complementary wavelets are useful in 

wavelet based compression/decompression algorithms where it is desirable to 

recover the original information with minimal loss. 

 

1.4.1 Time-Frequency Analysis 

Time-frequency  analysis  plays a central role in signal analysis.  The  Fourier  

Transform (FT) is  only  suitable  for stationary  signals,  i.e.,  signals  whose 

frequency content  does not change with  time. Fourier  analysis  is not well 

suited to describing  local changes in frequency content because the 

frequency  components defined by  the Fourier  transform have infinite (i.e. 

global)  time support. The time representation is usually the first description of 

a signal s(t) obtained by a receiver recording variations with time. The 

frequency representation, which is obtained by the well known Fourier 

transform (FT)[58], highlights the existence of periodicity, and is also a useful 

way to describe a signal. 

 

The relationship between frequency and time representations of a signal can 



 

 

be defined as:  

 

 

Figure 1.1 shows the graphical representation a typical time frequency 

analysis. 

Figure 1
 

1.4.2 Discrete Fourier 
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1.1: Time Frequency Analysis[57]
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 X(n)=
�

�
∑ ���
���

��� .e
-j2Πkn/N

    n = 0, 1, . . . , N – 1      (2) 

 

From Eq.  (1)  it can be seen that the computation  of X (k)  requires N 2  

complex multiplications, thus  the DFT is an O(N 2) process. An  algorithm  

was developed byTukey  and Cooley in 1965 called Fast  Fourier  Transform  

(FFT) that  speeds up the process by computing the DFT using O(N log N ) 

operations. 

 

Two-dimensional  discrete Fourier transform is used for the processing of 

images. Basis functions are  sinusoids with frequency u in one direction times 

sinusoids with frequency v in the other. For an M  × N  image f [m, n], these 

basis functions  can be replaced for computational  purposes by  complex 

exponentials  ei2πum/M   and ei2πvn/N   to evaluate the discrete Fourier 

transform. The  2-D  DFT for an M × N  is usually  defined as: 

 

F(u,v)=∑ ∑ ����
���

���
��� (m,n).e

i2Π (um/M+un/N)      
(3) 

and its inverse transform is: 

 

F(u,v)=
�

�.�
∑ ∑ ����

���
���
��� (u,v).e

i2Π(um+vn)                
(4)

 

 

where F [u, v] is the spectrum of the image in the frequency domain and m = 0, 

1,  . . . ,  M−1, n = 0, 1, . . . , N − 1, u = 0, 1, . . . , M − 1, v = 0, 1, . . . , N − 1 are 

all discrete variables. 

Filtering may be achieved in the transform domain by first computing the 

DFT, applying a filter which modifies the transform values, and then applying  
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an inverse transform. The image f (x, y) is first transformed to give F (u, v) and 

finally  the transform is modified using the equation below; 

 

 G(u, v) = H (u, v) F (u, v) 

 

where H (u, v)  is the filter function. The filtered transformed is then inverse-

transformed to give the filtered image g(x, y).  

 

1.4.3 Time-Scale Analysis 

The  Continuous  Wavelet  Transform  (CWT) provides a time-scale description 

similar to that of the short time Fourier transform (STFT) with a few 

important differences: frequency is related to scale and the CWT is able to 

resolve both time and scale (frequency) events better than the STFT. Wavelet  

series  are thus constructed with two parameters scale and translation,  these 

parameters make it possible to  analyze a signal  behavior at a dense set of 

time locations and with  respect to a vast  range of scales, thus  providing the 

ability  to zoom in on the transient behavior of the signal.  The  CWT[69] is 

defined as the convolution  of x(t) with a wavelet function,  W (t), shifted in 

time by a translation parameter b and a dilation  parameter a (Eq.  5). 

 

Xw(a,b)=
�

√!
" #�

$�%

&

�∞

�∞
)x(t)dt            (5) 

 

 

 

Figure 1.2 shows the Wavelet functions in time and frequency domain. 
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Discrete Wavelet Transform 
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The  discrete form of the wavelet is shown in Eq. (6),  where j controls the 

dilation  and k controls the translation.   

Wavelet  analysis  is simply  the process of decomposing a signal  into shifted 

and scaled versions of a mother (initial) wavelet. An important property of 

wavelet analysis is perfect reconstruction,  which is the  process of reassembling 

a decomposed signal  or image into its original  form without loss of information.   
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Figure 1.3: Signal decomposition and reconstruction[76] 
 
 
 
In Figure 1.3, L and H represent the scaling function and wavelet function 

respectively. A pair of filters: a low-pass filter L and a high-pass filter H , split a 

signal’s bandwidth in two halves. This  provides the  coefficients cj (k)  and dj 

(k)  for the decomposition of the signal into its  scaling  function  and wavelet  

function components. The  inverse discrete wavelet transform  (IDWT) 
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reconstructs  a signal  from the  approximation  and detail  coefficients derived 

from decomposition. The  right side of Figure 1.3 shows an example of 

reconstruction. 

 

1.4.5  Two dimensional Discrete Wavelet Transform 

Digital images are 2-D  signals that  require a two-dimensional wavelet 

transform. The 2-D  DWT[68] analyzes  an  image  across  rows  and  columns  

in  such  a  way  as  to  separate horizontal, vertical  and diagonal details. In the 

first stage [76] the rows of an N × N  are filtered using a high pass and low 

pass filters. In  the second stage 1-D  convolution  of the filters with the 

columns of the filtered  image is applied. Each  of the branches in the tree is 

shown in the Figure 1.6 therefore produces an (N/2) × (N/2) subimage. This 

leads at each level to 4 different subbands H H,  H L,  LH  and LL  . The LL  is 

filtered again to get the next level representation, Figure 1.6 summarizes the 

transform for a one level decomposition. 
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Figure 1.4: A one-level two-dimensional DWT decomposition[57] 
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To  reconstruct the image from its 2-D  DWT subimages (LH, HL,HH) the 

details are recombined with the low pass approximation  using upsampling  and 

convolution with the respective synthesis filters.  Upsampling  refers to the 

insertion of a zero row after each existing  row or a zero column after each 

existing  column. 

1.4.6  Three-dimensional Discrete Wavelet Transform 

DWT is  a  separable,  sub-band  transform.  3-D  wavelets [67],[73-74] can  be 

constructed  as separable  products of 1-D  wavelets by successively applying  a 

1-D  analyzing  wavelet in three spatial  directions  (x, y, z). The volume F (x, y, 

z)  is first  filtered along the x-dimension,  resulting  in  a low-pass image L(x, y, 

z)  and a  high-pass image H (x, y, z). Both  L and H are then filtered along the 

y-dimension, resulting in four decomposed sub- volumes: LL,  LH , HL and 

HH . Then  each of these four subvolumes are filtered along the z-dimension, 

resulting in eight sub-volumes: LLL,  LLH, LHL, LHH, HLL, HLH, HHL and 

HHH. 

1.4.7   Dual Tree Complex Wavelet Transform 

The dual-tree complex wavelet transform (CWT) is a relatively recent 

enhancement to the discrete wavelet transform (DWT), with important 

additional properties: It is nearly shift invariant and directionally selective in two 

and higher dimensions. It achieves this with a redundancy factor of only 2d for d-

dimensional signals, which is substantially lower than the undecimated DWT. The 

multidimensional (M-D) dual-tree CWT is nonseparable but is based on a 

computationally efficient, separable filter bank (FB). This tutorial discusses the 

theory behind the dual-tree transform, shows how complex wavelets with good 

properties can be designed, and illustrates a range of applications in signal and 

image processing.  
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Different  wavelet techniques can  be successfully  applied  in  various  signal  

and  image processing methods, namely in image de-noising, segmentation, 

classification  and motion estimation.  The  1-D  dual-tree  wavelet transform  is  

using  a pair  of filter  banks operating on the same data simultaneously. The 

upper iterated filter bank represents the real part of a complex wavelet 

transform. The  lower one represents the imaginary  part as shown in Figure 

1.5 below. 
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Figure 1.5: The 1-D dual-tree complex wavelet 
transform[61]. 

 



Introduction  

 

19 

 

 
 

1.5 Lifting Scheme 

The lifting scheme is a technique for both designing wavelets and performing the 

discrete wavelet transform. Actually it is worthwhile to merge these steps and design 

the wavelet filters while performing the wavelet transform. This is then called the 

second generation wavelet transform. The technique was introduced by Wim 

Sweldens. The wavelet Lifting Scheme is a method for decomposing wavelet 

transforms into a set of stages. Lifting scheme algorithms have the advantage that 

they do not require temporary arrays in the calculations steps and have less 

computations using the lifting coefficients to represent the discrete wavelet 

transform kernel. Lifting scheme as shown in Figure 1.6 involves steps as under.  
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1.6 Linear Bivariate Splines 

Bivariate splines[30] can be used as a fundamental tool for approximating any known 

or unknown functions. Typical applications are scattered data fitting. and 

interpolations, numerical solutions of partial differential equations, image 

enhancements, and data forecasting. 
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can be used as a fundamental tool for approximating any known 

or unknown functions. Typical applications are scattered data fitting. and 

interpolations, numerical solutions of partial differential equations, image 

undamental idea behind spline 

draw smooth curves through a 

 to a flat surface at the 

across each of these weights, 

spline is similar in principle.  

e the coefficients on the 

’bend’ the line so that it 

c behavior or breaks in 

An interval [a..b] is subdivided into sufficiently small intervals [ξj.. ξj+1], with 
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a=ξ1<…<ξl+1=b. On each such interval, a polynomial pj of relatively low degree can 

provide a good approximation to g. This can even be done in such a way that the 

polynomial pieces blend smoothly, i.e. so that the resulting composite function s(x) 

that equals pj(x) for x∈[ξj ξj+1] , for all j , has several continuous derivatives. Any such 

smooth piecewise polynomial function is called a spline. If f is a function of x, and g is 

a function of y, then their tensor-product p(x,y):=f(x)g(y) is a function of x and y. For a 

bivariate spline of order h in x and k in y, we have: 

 

Knot sequences  

– s= (s1,…, sm+h) 

– t= (t1,…,tn+k) 

Coefficients (aij:i=1..m, j=1..n) 
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Chapter 2 

A Hybrid Semi-Blind Digital Image 

Watermarking Technique 

2.1 Introduction 

There has been an upsurge  in broadcasting media since the beginning of this century 

because of many technical innovations in this field.   Media security concerns are 

copyright protection, broadcast monitoring and owner identification. Digital watermarking 

is the greatest bet to address these concerns . The ease of distribution of documents 

through the web may transgress protection laws against unauthorized copies and make 

fidelity questionable. Digital watermarking has been proposed as a solution against these 

practices. Digital watermarking is a labeling technique of digital data with secret 

information that can be extracted in the receptor. The image in which this data is inserted 

is called cover image or host. The watermarking process has to be resilient against all 

possible attacks, keeping the content of the watermark readable in order to be recognized 

when extracted. Features like robustness and fidelity are essentials for a watermarking 

system, however the size of the embedded information has to be considered since data 

becomes less robust as its size increases. Therefore a trade-off of these features must be 

considered. In this thesis, we show a classification of watermarks, propose a basic model 

for watermarking and explain  efficient  algorithms for image watermark embedding and 

extraction. 

2.2 Detection Types 

This classification determines which resources are necessary for the analysis to extract the 

watermark from the cover image. 
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1) Blind: In this detection type the original image and mark data is not available to the 

receiver. For example: Copy control applications must send different watermarks for each 

user and the receiver must be able to recognize and interpret these different marks. 

2)  Non-Blind: In this case, the receiver needs the original data, or some derived  

information from it, for the detection process [1]. This data will also be used in the 

extraction algorithm. 

The  lifting  wavelet  transform  (LWT)  is  a   recent approach to wavelet transform and 

singular value decomposition (SVD)  is  a  valuable  transform   technique  for  robust  

digital watermarking. While LWT allows generating an infinite number of discrete  

biorthogonal wavelets starting  from an initial one, singular  values  (SV)  allow  us  to  

make  changes  in  an  image without affecting the image quality much. This paper 

presents an approach which tries to amalgamate  the features of these two transforms   

to   achieve   a   hybrid   and   robust   digital   image watermarking techniques. Certain 

performance metrics are used to  test  the robustness of the method against common 

image processing attacks. Copyright Protection is a major issue as far as content transfer 

over the worldwide web is concerned. There is a growing concern over multimedia 

content protection with the growing accessibility and usability of internet. Major issue of 

concern  here  is  the  images,  audio  or  video   transmitted. Various  methods  address  

this  issue  of  multimedia  content protection,  one  of  them being  digital  image  

watermarking[77-100]. Watermarking  (data  hiding)  [1,  2,   3]   is  the  process  of 

embedding  data into  a  multimedia  element such as image, audio or video. This 

embedded  data  can later be extracted from, or detected in, the multimedia for security 

purposes[101-110]. 

Digital watermarking is the process of possibly irreversibly embedding information into a 

digital signal. The signal may be  audio,  pictures  or  video,  for  example.  If  the  signal  is 

copied, then the information is also carried in the copy. In visible watermarking, the 
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information is visible in the picture or video. Typically, the information is text or a logo 

which identifies the owner of the media. In invisible watermarking, information is added 

as digital data to audio, picture or video, but it cannot be perceived as such. The digital 

watermarking is intended to complement cryptographic process. Access control or 

authenticity verification has been addressed by digital watermarking as well as by 

biometric authentication [4]. 

 

2.3 Watermark Embedding 

The method used to embed the watermark influence both the robustness against attacks 

and the detection algorithm, but some methods are very simple and cannot meet the 

application requirements. El-Gayyar and von zur Gathen[111]  showed that designing a 

watermark should consider a trade-off among the basic features of robustness, fidelity 

and payload. There are two approaches for the embedding process: 

1) Spatial Domain: These watermarks insert data in the cover image changing 

pixels or image characteristics. Watermark   is   embedded   using   LSB, Statistical, 

Feature based and Block based techniques. Spatial-domain techniques work with 

the pixel values directly. The algorithms should carefully weight the number of 

changed bits in the pixels against the possibility of the watermark becoming visible. 

These watermarks have been used for document authentication and tamper 

detection. Generally, spatial domain watermarking is easy to implement from a 

computational point of view, but too fragile to resist numerous attacks [5]. 

 

 

2) Transform Domain: These algorithms hide the watermarking data in 

transform coefficients, therefore spreading the data through the frequency 

spectrum   making it hard to detect and strong against many types of signal 
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processing manipulations. The most used transforms are: Discrete cosine transform 

(DCT) , Discrete Fourier Transform (DFT), discrete wavelet transform (DWT) and 

discrete lifting transform (LWT) like the ones suggested in [6,7]. 

 

2.4 Transform Domain Watermarking Algorithms 

 

Transform-domain techniques employ various transforms, either  local  or  global. In  

order  to  have  more  promising techniques, researches were directed towards 

watermarking in the transform domain, where the watermark is not added to the image   

intensities,   but   to   the   values   of   its   transform coefficients. Then to get the 

watermarked image, one should perform the transform inversely. 

In case of frequency domain watermarking schemes, there has  to  be  a  trade-off  

between  robustness  and  invisibility. When a watermark is embedded in the most 

significant components, it becomes robust to attacks but the watermark becomes difficult 

to hide. Whereas, when we embed a watermark in the lesser significant components, it is 

easier to hide it but the scheme is least resistant to attacks. 

The  wavelet  transform is  one  type  of  transform domain technique.   Wavelet   based   

transforms   gained   popularity recently because of the property of multi-resolution 

analysis that it provides. Wavelets can be orthogonal or bi-orthogonal. Most of the  

wavelets used in watermarking are orthogonal wavelets. A new approach to wavelet 

transform is the lifting wavelet transform [20].  In this paper, the fusion of LWT and SVD 

approaches i.e. LWT-SVD scheme is proposed, where an image is watermarked using 

other image for the purpose of validation. 
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2.5 Watermarking technique using LWT and SVD  

The decomposition of a signal in terms of a wavelet basis is termed as wavelet 

transform. The basic idea of wavelet transforms  is to  exploit  the  correlation structure 

present  in most real life signals to build a sparse approximation. A new mathematical 

formulation proposed by Swelden [20], based on spatial construction of the wavelets is 

called the lifting-based wavelet transform. The underlying principle of this approach 

[19,20] is to break up the high- pass and the low -pass wavelet filter into a sequence of 

smaller filters that in turn can be converted into a sequence of alternating upper and 

lower triangular matrices and a diagonal matrix with constants. The factorization   is  

obtained  by  using  an  extension  of   the Euclidean   algorithm.   The   resulting   

formulation   can   be implemented  by  means  of  banded  matrix  multiplications. 

Let h( z) and g ( z) be the low pass and high pass analysis filters and h( z) and g ( z) be the 

low pass and high  pass  synthesis  filters. The  polyphase  representation  of  the filter h 

is expressed as depicted in equation 1 and Figure 2.1 .  

 h ( z ) =h  ( z 2   ) +z − 1 h( z 2   )    (1) 

 

 

First subsample into even  and  odd,  then  apply  the  dual   polyphase  matrix.  For  the  

inverse transform, First apply the polyphase matrix and then join even and odd. 
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Figure 2.1: Polyphase representation of wavelet transform 

 

The  lifting  scheme  [20]  is an  easy relationship between perfect reconstruction filter 

pairs that have the same low-pass or high-pass filter. One can then start from the Lazy 

wavelet and use lifting to gradually build one's way up to a multiresolution analysis with 

particular properties. The lifting technique  used  in  the  present  approach  is  Primal  

Lifting, which lifts the low-pass sub-band with the help of high- pass sub-band. 

The Singular Value Transform (SVD), was explored a few years ago for watermarking 

purposes. In recent years, SVD has been used in watermarking as a different transform 

as it is one of the most powerful tools of linear algebra with several applications in image 

compression [8,9,10,11,12,13], watermarking[14,15,16,17]. Singular values are the 

luminance values of SVD image layer, changing these values slightly do not affect the 

image quality much [18].The purpose of singular value decomposition is to reduce a 

dataset containing a large number of values to a dataset containing significantly fewer 

values,  but  which  still  contains  a  large  fraction  of  the variability present in the 

original data. SVD analysis results in a more compact representation of these 

correlations, especially with multivariate datasets and can provide insight into spatial and 

temporal variations exhibited in the fields of data being analyzed.  
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The embedding is directly related with the extraction algorithm. The embedding algorithm 

is basically a combination of the watermark with the chosen media, so the result is 

equivalent to: 

IW = E(I,W)      (2) 

where I is the original media, W the watermark, E is the embedding function and IW the 

watermarked media. The function depends on the algorithm and the analyzed domain. 

SVD  is a numeric analysis of linear algebra which is used in many applications in image 

processing. It is used to  decompose a matrix with a little truncate error according to the 

equation below: 

A = USV 
T
      (3) 

Where A is the original matrix, U and V are orthogonal matrices with dimensions mxm and 

nxn respectively, S is a diagonal matrix of the Eigenvalues of A and T indicates matrix 

transposition. After the decomposition of the cover image the watermark is added using a 

scale coefficient α to get the following equation: 

S + α W = UWSWV 
T

W    (4) 

Multiplying matrices U, V 
T
 and SW result in the marked image AW: 

AW = USWV 
T
      (5) 

This was possible due to the high stability of singular values (SV) of SVD. This method 

improves watermark robustness and resistance against many kinds of attacks. 

The full singular value decomposition of an m-by-n matrix  involves an m-by-m U, an 

m-by-n S, and an n-by-n V. In other words, U and V are both square and S is the same 

size as A.   The singular value decomposition is the appropriate tool for analyzing a 

mapping from one vector space into another vector space, possibly with a different 

dimension. 
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2.6 Proposed Technique 

The section describes the proposed watermarking scheme  which is carried out in two 

phases, the watermark embedding phase and the watermark extraction phase. The 

watermark embedding scheme is illustrated in Figure 2.2. 

 

Figure 2.2: The proposed watermark embedding scheme. 

 

The watermark extraction scheme is illustrated in Figure 2.3. 

 

 

Figure 2.3: The proposed watermark extraction scheme. 
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2.7  Algorithm I - Watermark Embedding 

Let A be the cover image, B be the watermark and k the embedding coefficient then 

watermarked image I is obtained by the function I= WaterMark_Embed(A,B, k); as per the 

following algorithm. The matlab illustration for the transformation is also given. 

  1. Apply first level Lifting Wavelet Transform on Cover Image [ca1,ch1,cv1,cd1]=lwt2(A); 

2. Apply second level Lifting Wavelet Transform on Cover Image 

[ca2,ch2,cv2,cd2]=lwt2(ca1); 

  3. Decompose to [U,S,V] by applying SVD [U,S,V]=svd(ch2);  

4. Apply first level Lifting Wavelet Transform on Watermark Image 

[wa1,wh1,wv1,wd1]=lwt2(B);  

5. Apply second level Lifting Wavelet Transform on Watermark Image 

[wa2,wh2,wv2,wd2]=lwt2(wa1); 

  6. Decompose to [P,Q,R] by applying SVD [P,Q,R]=svd(wh2); 

  7. Compute embedding (D=S+k*Q)  

  8. Decompose to [U1,D1,V1] by applying SVD. ([U1,D1,V1]=svd(D) ) 

  9. Compute Watermarked Image matrix (CA2=U*D1*V)  

10. Apply first level  Inverse LWT on Watermarked Cover Image 

ca1=ilwt2(ca2,ch2,cv2,cd2);  

  11. Apply second level LWT on Watermarked  Cover Image I=ilwt2[ca1,ch1,cv1,cd1];  

  12. I=Watermarked Image  

 

2.8.  Algorithm 2 - Watermark Extraction 

Let I be the watermarked image, B be the actual watermark and k the embedding 

coefficient then extracted watermark I’ is obtained by the function I’= 

Watermark_Extract(I,B,k);  
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as per the following algorithm. The matlab illustration for the transformations is also 

given. 

  1. Apply first level LWT on Watermarked Cover Image [ca1,ch1,cv1,cd1]=lwt2(I);  

  2. Apply second level LWT on Watermarked  Cover Image [ca2,ch2, cv2,cd2]=lwt2(ca1);  

  3. Decompose to [X,Y,Z] by applying SVD. [X,Y,Z]=svd(ch2);  

  4. Compute inverse embedding  B=(Y-S)/k;  

  5. Compute watermark image matrix (wh2=P*B*R;)  

  6.  Apply Inverse  LWT on  Recovered Watermark (I’=ilwt2[wa2,wh2,wv2,wd2];) 

  7. I’= Recovered Watermark  

 

 

2.9 Experimental Work and Results 

 

2.9.1 Experimental Measurement Metrics 

We have used two quality measurements to quantify  the  error between images  

namely,  Peak  Signal  to Noise Ratio (PSNR), and Mean Structural Similarity Index 

Measure (MSSIM) [21]. 

 

 

 

Where I and I’ are the original and watermarked images respectively, n is the total 

number of pixels. 255 refers to the maximum possible pixel value in an eight bit 

image. The SSIM index is a full reference metric, in other words, the measuring of 
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image quality based on an initial uncompressed or distortion-free image as 

reference. SSIM is designed to improve on traditional methods like peak signal- to-

noise ratio (PSNR) and mean squared error (MSE), which have proved to be 

inconsistent with human eye perception. SSIM is a new paradigm for quality 

assessment, based on the hypothesis that the HVS is highly adapted for extracting 

structural information. The measure of structural similarity compares local patterns 

of pixel intensities that have been normalized for luminance and contrast.   In 

practice, a single overall index is sufficient enough to evaluate the overall image 

quality; hence a mean SSIM (MSSIM) index is used as the quality measurement 

metric. 

 

 

The Lena image of size 512×512 has been selected as the cover image and for the 

watermark the cameraman image of size 512×512 has been used. 
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Table 2.1: Watermarked Images And Recovered Watermarks For Various Values Of Embedding 

Factor(K). 
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Table 2.2: List And Summary Of Attacks Simulated On The watermarked Image. 
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2.9.2 Results 

Table 2.1 gives a pictorial representation of the effect of varying the embedding 

factor on the PSNR and the recovered watermarks. To test the robustness of the 

technique, the results in the present study were tested against the attacks listed in 

Table 2.2 whereas Table 2.3 shows the extracted watermarks after the watermarked 

image was subjected to the above mentioned attacks. The technique was also tested 

against JPEG compression with different quality factors i.e. different compression 

ratios. Table 2.4 shows recovered watermarks after simulation of  JPEG Compression 

for different compression ratios. 
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 Table 2.3: Watermarked Images And Recovered Watermarks After Simulation Of Various 

Processing Attacks On The Watermarked Image. 
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Table 2.4: Recovered Watermarks After Simulation Of Jpeg Compression Attack For Different Compression 

Ratios. 
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2.9.3  Effect Of Using Different Wavelets 

The  lifting  wavelet  transform  was  implemented  using different wavelet 

families and their corresponding effect on the watermarked image was observed. 

While Figure 2.4 presents a graphical overview of the results obtained, Table 2.5 

depicts the same results in an analytical manner. Some wavelets show better  

performance  than  others.  After  testing  the  technique with wavelet families like 

db1, bior1.1, rbio 5.5 and rbio1.1, it was observed that rbio 5.5 wavelets shows 

higher performance than others for lower embedding capacity. But when capacity 

was increased and tested rbio1.1 shows a better performance. Hence, we have used 

rbio 1.1 as the wavelet in lifting scheme as these are compactly supported 

biorthogonal spline wavelets  for which symmetry and exact reconstruction are 

possible with FIR filters as the filters used for decomposition and reconstruction are 

different, thus reducing the interference and providing better reconstruction. 

 

 

 

Figure 2.4: Graphical representation of embedding factor (k) versus PSNR for 

various wavelet families. 
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Table2.5: The Effect Of Various Wavelet Families On PSNR Of The Watermarked Image. 

k rbio1.1(in dB) rbio5.5(in dB) Db1(in dB) 

0.1 
 

38 
 

31 
 

36 

0.2 
 

36 
 

26 
 

32 

0.5 
 

34 
 

21 
 

26 

1.0 
 

29 
 

19 
 

21 

1.5 
 

26 
 

18 
 

18 

2.0 
 

24 
 

18 
 

17 

 

2.9.4 The Gain Factor Effect 

The watermark is embedded into the cover image using different embedding factors 

(k). In the embedding process, the singular component are multiplied by a gain 

factor, and then embedded in the host image coefficients. Therefore, changing the 

value of the gain factor has an obvious effect on both, the watermarked image, and 

the watermark extracted from it. The results in the proposed technique were tested 

for values of k in the range of 0.10 to 2.0. Table 2.1 shows the effect of changing the 

gain factor on the Peak Signal-To-Noise Ratio (PSNR) of the watermarked images and 

the recovered images. Figure 2.5 represents the same effect for the rbio1.1 wavelet 

being used in the current approach. 

 

Figure 2.5: Graphical representation of embedding factor (k)  versus PSNR 
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2.9.5   The Decomposition Level Effect 

In order to embed the watermark into the host image, one should perform LWT to 

the host image and obtain the required coefficients for embedding. The coefficients 

needed for embedding can be obtained from one level (scale) of LWT or more. In this 

study, we perform tests that include one-level LWT, and other tests that include two-

level LWT. 

To show the effect of the level, a gain factor of 0.2 was selected in embedding and 

the tests were performed on Lena image and the watermark. The effect of the 

decomposition level is shown in Table 2.6. The table shows the results of two tests, 

the first test embeds in the approximation subband of the first level 

decomposition, and the second embeds in the approximation sub-band (second 

level) that is obtained from the first level decomposition. 

It has been observed that embedding in 1st  level results in a lesser value of the 

quality metrics as the recovered watermark is not very clear whereas in case of 2nd  

level, the watermarked image as well as   the recovered watermark has higher 

value for both the quality metrics i.e. PSNR and MSSIM. 

The results in the present study were tested against the attacks listed in Table 2.3, to 

test the robustness of the technique. 

 

Table 2.6: Effect Of Varying The Level Of Decomposition 
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2.10 Conclusion 

The difference expansion watermarking methods usually embed  the  data  bit  by bit  

into  the  cover  image.  We  have proposed an algorithm to embed bytes directly 

into the difference as watermark. We have analyzed the performance of various 

wavelets for a given capacity and we have also studied  how  embedding  capacity  

varies  for  a  given  image using various wavelet decompositions by varying the 

payload. Some wavelets, though they seem to perform better at lower capacity, they 

are not able to embed like rbio1.1 smoothly at different embedding rates. 
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3.1 Introduction  

Real world signals usually contain departures from the ideal signal that would be 

produced by our model of the signal production process. Such departures are 

referred to as noise. Noise arises as a result of unmodelled or unmodellable 

processes going on in the production and capture of the real signal. It is not part of 

the ideal signal and may be caused by a wide range of sources, 

detector sensitivity, environmental variations, the discrete nature of radiation, 

transmission or quantization errors, 

details as if they are image noise (

characteristics of noise depend on its source, as does the operator which best 

reduces its effects.  

Many image processing packages contain operators to artificially add noise to an 

image. Deliberately corrupting an image with noise allows us to t

an image processing operator to noise and assess the performance of various noise 

filters.  

Noise can generally be grouped into two classes: 

• independent noise. 

• noise which is dependent on the image data.

Image independent noise

the recorded image h(i,j) 

h(i, j) ====f (i, j) ++++ n(i, j)          
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Chapter 3 

Intelligent Recursive Algorithm 

Impulse Noise Removal using Lifting 

Scheme 

Real world signals usually contain departures from the ideal signal that would be 

produced by our model of the signal production process. Such departures are 

. Noise arises as a result of unmodelled or unmodellable 

the production and capture of the real signal. It is not part of 

the ideal signal and may be caused by a wide range of sources, 

detector sensitivity, environmental variations, the discrete nature of radiation, 

transmission or quantization errors, etc. It is also possible to treat irrelevant scene 

details as if they are image noise (e.g. surface reflectance textur

characteristics of noise depend on its source, as does the operator which best 

Many image processing packages contain operators to artificially add noise to an 

image. Deliberately corrupting an image with noise allows us to t

an image processing operator to noise and assess the performance of various noise 

Noise can generally be grouped into two classes:  

independent noise.  

noise which is dependent on the image data. 

Image independent noise can often be described by an additive noise model, where 

 is the sum of the true image f(i,j) and the noise 

)                                             (1) 
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Real world signals usually contain departures from the ideal signal that would be 

produced by our model of the signal production process. Such departures are 

. Noise arises as a result of unmodelled or unmodellable 

the production and capture of the real signal. It is not part of 

the ideal signal and may be caused by a wide range of sources, e.g. variations in the 

detector sensitivity, environmental variations, the discrete nature of radiation, 

It is also possible to treat irrelevant scene 

surface reflectance textures). The 

characteristics of noise depend on its source, as does the operator which best 

Many image processing packages contain operators to artificially add noise to an 

image. Deliberately corrupting an image with noise allows us to test the resistance of 

an image processing operator to noise and assess the performance of various noise 

often be described by an additive noise model, where 

and the noise n(i,j):  
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The noise n(i,j) is often zero

noise on the image is often described by the 

by  

where  and  are the variances of the true image and the recorded image, 

respectively.  

In many cases, additive noise is evenly distributed over the 

white noise), whereas an image contains mostly low frequency information. Hence, 

the noise is dominant for high frequencies and its effects can be reduced using some 

kind of lowpass filter. This can be done either with a 

filter. (Often a spatial filter is preferable, as it is computationally less expensive than a 

frequency filter.)  

In the second case of 

radiation is scattered from a surface whose roughness is of the order of a 

wavelength, causing wave interference which results in image 

to model noise with a multiplicative, or non

mathematically more complicated; hence, if possible, the noise is assumed to be data 

independent.  

3.1.1 Detector Noise  

One kind of noise which occurs in all recorded images to a

noise. This kind of noise is due to the discrete nature of radiation, 

each imaging system is recording an image by counting photons. Allowing some 

assumptions (which are valid for many applications) this noise

an independent, additive model, where the noise 

distribution described by its standard deviation (

distribution has the form shown in Figure 
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zero-mean and described by its variance 

noise on the image is often described by the signal to noise ratio

                                        (2) 

are the variances of the true image and the recorded image, 

In many cases, additive noise is evenly distributed over the frequency domain

), whereas an image contains mostly low frequency information. Hence, 

inant for high frequencies and its effects can be reduced using some 

kind of lowpass filter. This can be done either with a frequency filter

. (Often a spatial filter is preferable, as it is computationally less expensive than a 

In the second case of data-dependent noise (e.g. arising when monochromatic 

radiation is scattered from a surface whose roughness is of the order of a 

wavelength, causing wave interference which results in image 

o model noise with a multiplicative, or non-linear, model. These models are 

mathematically more complicated; hence, if possible, the noise is assumed to be data 

 

One kind of noise which occurs in all recorded images to a certain extent is 

. This kind of noise is due to the discrete nature of radiation, 

each imaging system is recording an image by counting photons. Allowing some 

assumptions (which are valid for many applications) this noise

an independent, additive model, where the noise n(i,j) has a zero

distribution described by its standard deviation ( ), or variance. (The 1

distribution has the form shown in Figure 3.1.) This means that each pixel in the noisy 
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and described by its variance . The impact of the 

signal to noise ratio (SNR), which is given 

are the variances of the true image and the recorded image, 

frequency domain (i.e. 

), whereas an image contains mostly low frequency information. Hence, 

inant for high frequencies and its effects can be reduced using some 

frequency filter or with a spatial 

. (Often a spatial filter is preferable, as it is computationally less expensive than a 

arising when monochromatic 

radiation is scattered from a surface whose roughness is of the order of a 

wavelength, causing wave interference which results in image speckle), it is possible 

linear, model. These models are 

mathematically more complicated; hence, if possible, the noise is assumed to be data 

certain extent is detector 

. This kind of noise is due to the discrete nature of radiation, i.e. the fact that 

each imaging system is recording an image by counting photons. Allowing some 

assumptions (which are valid for many applications) this noise can be modeled with 

has a zero-mean Gaussian 

), or variance. (The 1-D Gaussian 

1.) This means that each pixel in the noisy 
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image is the sum of the true pixel value and a random, Gaussian distributed noise 

value.  

Figure 3.1:  1-D Gaussian distribution with mean 0 and standard deviation 1

 

3.1.2  Salt and Pepper Noise

Another common form of noise is 

intensity spikes, speckle or 

in the data transmission. The corrupted pixels are either set to the maximum value 

(which looks like snow in the image) or have single bits flipped over. In some cases, 

single pixels are set alternatively to zero or to the maximum value, giving the image a 

`salt and pepper' like appearance. Unaffected pixels always remain unchanged. The 

noise is usually quantified by the percentage of pixels which are corrupted. 

An Intelligent Recursive Algorithm (IRA) 

remove salt and pepper 

not   need  any   threshold pa

PSM and median based 

for  noise  removal  demonstrates 

when compared to other existing
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image is the sum of the true pixel value and a random, Gaussian distributed noise 

D Gaussian distribution with mean 0 and standard deviation 1

Salt and Pepper Noise  

Another common form of noise is data drop-out noise (commonly referred to as 

or salt and pepper noise). Here, the noise is caused by errors 

in the data transmission. The corrupted pixels are either set to the maximum value 

looks like snow in the image) or have single bits flipped over. In some cases, 

single pixels are set alternatively to zero or to the maximum value, giving the image a 

`salt and pepper' like appearance. Unaffected pixels always remain unchanged. The 

s usually quantified by the percentage of pixels which are corrupted. 

An Intelligent Recursive Algorithm (IRA)  based on lifting filter

salt and pepper noise is presented in this   thesis.   

old parameters unlike the algorithms d

 filters. It is found from the results that

demonstrates  much  better results with lesser

other existing algorithms. The proposed 

Algorithm for  Impulse Noise Removal using Lifting Scheme  

44 

image is the sum of the true pixel value and a random, Gaussian distributed noise 

 
D Gaussian distribution with mean 0 and standard deviation 1[55] 

noise (commonly referred to as 

). Here, the noise is caused by errors 

in the data transmission. The corrupted pixels are either set to the maximum value 

looks like snow in the image) or have single bits flipped over. In some cases, 

single pixels are set alternatively to zero or to the maximum value, giving the image a 

`salt and pepper' like appearance. Unaffected pixels always remain unchanged. The 

s usually quantified by the percentage of pixels which are corrupted.  

filter that can efficiently 

 The   algorithm  does  

developed so far using 

that the proposed  IRA  

lesser computation time 

 algorithm even  works 
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for binary  images  corrupted  with  impulse   noise.  The  image restored  using  

the  proposed   algorithm  is  compared  with restoration using median based filters. 

It can be observed that the visual quality is much better and the finer details are 

very well maintained using the proposed algorithm for both binary and grayscale 

images. 

 

Noise should be removed while keeping the fine details of the image intact. An 

intelligent recursive noise removal algorithm (IRA) based on the lifting filter that can 

efficiently remove noise is presented in this paper. The algorithm does not need any 

threshold parameters unlike the algorithms developed so far and it demonstrates 

superior results in lesser computation time. 

 

Median filter is a well known method that can remove salt and pepper noise from 

images. Its disadvantage is the distortion  of  corners and  thin lines in the image. 

Center Weighted Median (CWM) is a superior enhancement to Median filter [46]. The 

center is given more weight compared to the surrounding neighbors. This filter can 

retain fine details of the image.  Progressive Switching Median Based Filter (PSMF) 

has been proposed by Zhou Wang and David Zhang in [44], for the removal of 

impulse noise from highly corrupted images. The Center Weighted Median filter gave 

more importance to current pixel, preserving good image details, but offered less 

noise suppression when the center pixel  itself  is  corrupted  [45].  Most  of  the  

recent  impulse filters [46, 47] provide good outputs at smaller noise levels and  

find  difficulty  in  restoring  highly  corrupted  images. Total Variation regularization 

has been used in [50] for deconvolution with salt and pepper noise. The algorithms 

[53, 54] are new developments in the image restoration domain. 

 

Second   generation   wavelets   developed   by   Swelden [48] have  been  efficiently  
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used  for many  applications  of image  processing.  The  lifting  scheme  has  been  

earlier applied to the progressive image sampling as seen in [42]. Adaptive versions of 

the Lifting Scheme have been used in areas  of  image  reconstruction and  image  

compression  as seen in [51-52].  

 

The idea of noise cancellation using lifting filters is not new, and recently, it has been 

investigated in [43]. This implementation involved numerous iterations bringing down 

the computational efficiency and had a shortcoming, that it needed a threshold 

parameter to be set every time it was run and moreover it could not work well for 

binary images. Similar shortcomings   were    observed    in    Progressive Switching 

Median Filter [44]. The threshold is determined by these  algorithms  by  conducting  

numerous  experimental runs. Hence, to solve these issues we propose our algorithm 

which intelligently determines the threshold parameter and works well for binary 

images as well. The Intelligent Recursive Algorithm first calculates the detail 

coefficients for the entire image and then intelligently determines the threshold to 

get the best possible results.  

 

Moreover there is a difference in removing impulse noise in grayscale and binary 

images. The difficulty in removing salt and pepper noise from binary image is due to 

the fact that image data as well as the noise share the same small set of values 

(either 0 or 255) which complicates the process of detecting  and  removing  the  

noise. This is different from grayscale images where salt and pepper noise could be 

distinguished   as   pixels   having   big   difference   in   the amplitude  compared  with  

their  neighborhood  pixels.  A new method was proposed in [49] specifically for 

binary images of  engineering drawings. Hence, we have incorporated a new method 

to classify such pixels as 'good but marked noisy' pixels. 
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3.2  Image Model 

Consider an original image f and a noisy and degraded image h. The image h is 

corrupted with homogeneous impulse noise n which is spread equally throughput 

the image.   So,   in   the   usual   sense   any   standard   Image Restoration Model 

is given by equation (1) above. 

 

Data from images, are highly correlated, and contain redundancy. This structure is 

exploited by the wavelets to represent such data accurately with a few parameters. 

The computations involved in obtaining this representation are fast and efficient, 

and linear in complexity. Because of this property, wavelets find its application in 

geometric modeling, data transmission, data compression, as well as in numerical 

computations. 

Second generation wavelets developed in [48],[56],[59-71] have been efficiently 

used for many applications of image processing. Generating set of most significant 

samples for image restoration and then using them to generate an image is a highly 

non-linear and computationally expensive task. 

 

The lifting scheme [42] can be viewed as a process of taking an existing wavelet 

and modifying it by adding linear combinations  of  the  scaling  function  at  the  

same  level of resolution. The scheme consists of three steps: Split, Predict and 

Update. 
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Figure 3.2: Lifting scheme[51] 

 

In Figure 3.2, there are three basic operations: split, predict and update. In split 

stage the input xk is separated into odd (xi) and even (xp) samples, so that each of 

these variables contains 

half the number of samples of xk. In the prediction stage, even samples are used to 

predict the odd samples. The details coefficients or high frequency (h) are  

calculated as prediction errors of the odd samples through the use of the prediction 

operator P: 

h = xi - P(xp)       (3) 

To create the low frequency samples s, the even samples are updated through the 

update operator U: 

s = xp - U(d)       (4) 

 

3.3    Proposed Intelligent Recursive Scheme 

Figure 3.3 illustrates the general structure of the proposed intelligent recursive 

scheme. 
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Figure 3.3:  General framework of the intelligent recursive algorithm based on 

lifting filter 

 

Similar to other impulse detection algorithms [43] and [44], our impulse filter is 

developed by prior information on natural images, i.e., a noise-free image should 

be locally smoothly varying, and is separated by edges. The noise considered  by  

this  detection  algorithm  is  only  salt  and pepper impulsive noise which means:  

a. only a portion of the image pixels are corrupted while other pixels are 

noise- free. 

b. a noise pixel takes either a very large value as a positive impulse or a 

very all value as a negative impulse. 

 

To implement the PSM or the median filter method we need to set some 

parameters and a threshold value. This threshold value is dependent on the image 

and the noise density. So, to restore different images we need to check for a range 

of threshold values and find out the best one. So, in our proposed algorithm we 

removed the need to define a threshold value. The algorithm is intelligent and 

determines the threshold automatically. 
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3.3.1  Proposed Intelligent Recursive Algorithm (IRA) 

 

Input – Noisy Image h 

 

Step 1:  Select the first pixel X(i,j)= h(i,j)  

  for every pixel repeat steps from 2 to 7  

Step 2:  Select window size  w (e.g. w= 3 ) 

Step 3: Check if  X(i,j) is an  Impulse pixel then  goto step 7 

Step 4:  Compute ∆i,j = { h(i1,j1) | i-(w-1)/2 ≤ i1  ≤ i+(w-1)/2, j-(w-1)/2 ≤ j1  ≤ 

j+(w-1)/2}  

  b=no. of  black pixels in the window  

  w=no. of white pixels in the window  

Step 5:  If ∆i,j  ≠ NULL  

  Compute mean. p(i,j) = mean(∆i,j)  

  Compute detail coefficient d(i,j) = | h(i,j) – p(i,j) |  

  else  Increase window size till  maximum [ if (w < wmax) w=w+2 goto 

step 4]  

  else  

  if (b>w)  h(i,j)=0 else h(i,j)=255  

Step 6:  Goto next pixel step 1 

Step 7:  Calculate threshold t, from detailed coefficient matrix d  

  for every pixel 

Step 8: Check if detail coefficient is greater than threshold [If (d(i,j)>t) 

h(i,j)=p(i,j) ] 

 

Output : Denoised Image  
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The threshold parameter is calculated using the detailed coefficient   matrix.   

The   detailed   coefficient   d(i,j)   is calculated by calculating the absolute 

difference between the current pixel  h(i,j) value and the mean of good pixels 

(around the current pixel) p(i,j). Now the algorithm intelligently decides that the 

threshold   is: 

 

                                                              t= min(d( i, j)  )               (2) 

In the proposed algorithm a binary image is taken and for every pixel we count 

the number of good pixels around that pixel taking a window size of w=3. Now, 

if there are no good pixels found in this window, the algorithm because of being 

adaptive increases the window size to 5. Once again if no  good pixels are found, 

then the algorithm counts the number of black (pixel value 0) and white (pixel 

value 255) pixels  around  the  current  pixel.  The  current  pixel  value h(i,j) is 

replaced by the value whichever is found greater which gives us the restored 

image. 

 

3.4 Experimental Work and Results 

Experimental results  on  the  image  of  Lena  have been presented to show the 

efficiency of the method. The  proposed  algorithm  was  implemented  in  Matlab 

v7.6.  For  evaluating  the  performance  of  the  proposed algorithm,  the  

computed  results  are  compared  by  visual quality subjectively and by 

improvement in PSNR. 

 

3.4.1 Measurement Metrics 

PSNR for an MxN image is defined as: 
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where RMSE is: 

 

 

 

 

 

Here I,j  is the pixel positi

 

3.4.2 Results and Discussion

The experimental results

grayscale and binary images c

and 50% homogeneous salt and

for the image restoration

similar to the original im

iteration was required to

that, for 80% homogeneous

generating the results, w

noise. Even at highly corrupted

four  iterations  were  found 

3.6. At only 5% signal level t

even   after   many iterations.
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sition, I is the original image and  I’ is the

3.4.2 Results and Discussion 

lts show the wide applicability of the 

ages corrupted with all levels of noise d

salt and pepper noise a single iteration

on.  The  quality  of  the  restored  im

mage (as in Figure 3.4). In [43] and [
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automatically calculated and the time complexity was found to be a lot lesser. 

 

 

Figure 3.4: Image Restoration using proposed algorithm for 50% noise 

(a) Original Lena  

(b) Lena with 50% Salt and Pepper Noise 

(c) Restored Image by proposed algorithm – 1st  Iteration 

(d) Restored Image by Median Filter 1st  Iteration 
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Figure 3.5: Image Restoration using proposed algorithm 

(a) Lena with 80% Salt and Pepper Noise 

(b) Restored Image by proposed algorithm – 1
st   Iteration 

   (c) Restored Image by proposed algorithm – 2 
nd

 Iteration 

(d) Restored Image by Median Filter 2
nd Iteration. 
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Figure 3.6: Image Restoration for highly corrupted image 

(a) Lena with 95% Salt and Pepper Noise 

   (b) Restored Image by proposed algorithm – 1
st

 Iteration 

(c) Restored Image by proposed algorithm – 2
nd

  Iteration 

(d) Restored Image by proposed algorithm – 4
th   Iteration 

 
 
 
 
 
The proposed algorithm even works for binary images corrupted with impulse noise. 
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Figure 3.7 shows a binary test image corrupted by 50% impulse noise. This image is 

restored using the proposed algorithm in one iteration and is compared with the 

restored image using the median filter method. It can be observed that the visual 

quality is much better in the image restored using the proposed algorithm. 
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Figure 3.7: Image Restoration for Binary Images 

(a) Original Binary Test Image 

(b) Test Image with 50% Salt and Pepper Noise 

(c) Restored Image by Median Filter 

(d) Restored Image by proposed algorithm 
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Table 3.1 shows the performance of the proposed method with other 

algorithms. Our proposed algorithm  shows higher PSNR values compared to the 

other median-based methods especially when noise ratios are high. 

 

Table 3.1: Comparing PSNR At Different Noise Densities 

 

 

 
 

 

 

 

Table 3.2 shows the time complexity of the proposed method  with  other  

algorithms.  Our  proposed  algorithm shows good time complexity compared to 

adaptive median- based and Edge Preservation Filter [55] 
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Table 3.2: Time  Complexity - Comparison Of CPU Time (In Seconds) 

 

 
 

These measures hence show the superiority of our proposed algorithm using 

second generation wavelets and the lifting filter as compared to PSM Filter. 

 

 

3.5 Conclusion 

We have proposed a much improved impulse noise removal algorithm based on 

the lifting filter that can give us acceptable results for image restoration even at 

95% degradation by noise. This algorithm also works well for binary images 

corrupted with impulse noise. The proposed algorithm yields better results at 

10%, 20%, 50% and 80% noise densities. Moreover other median filters develop 

patches at very high noise densities such as 95%, but the proposed algorithm 

restores the image taking only 4 iterations. The increment in the PSNR values 

with the other filters quantifies the improvement in the algorithm. The time 

complexity shown in Table 3.2 proves that the algorithm is computationally takes 

very less time in comparison to other methods[55]. 
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Chapter 4 

Fast Progressive Image Transmission 
 
 

4.1   Introduction 
Progressive image transmission provides a convenient User Interface when images 

are transmitted slowly. W e present a progressive image reconstruction scheme 

based on the  multiscale edge representation of images. In the multiscale edge  

representation, an image is decomposed into Most  Significant  Points (MSP)  

which  represent  the  strong  edges  and  Insignificant Points (ISP) which represent 

weak edges. Image reconstruction is done based on the approximation of image 

regarded as a function, by a linear spline over adapted Delaunay triangulation. The 

proposed method progressively improves the quality of the reconstructed image till 

the desired quality is obtained. 

 

With the emergence of the World Wide Web, images have become an 

important means of communicating information in the formerly textonly Internet. 

When people view an image through a low speed connection, for example, via a 

telephone line or via wireless networks, it will take much time to transmit the whole 

image. Even with increased bandwidth, transmitting large images such as pictures 

captured by digital cameras is still relatively slow. The desire to let mobile users 

participate in the Internet leads to the need to cope with even narrower bandwidth 

and smaller client displays. If the delay is too long user will feel irritated and will 

give up. In order to re- duce the bandwidth required for transmitting a given image 

in a given time, image compression techniques are commonly used to encode 

images. The encoded results, instead of the original images, are transmitted over 



Fast Progressive Image Transmission  

 

61 

 

the Internet. After decoding, we can obtain the decoded images, which are similar 

to the original ones. 

 

Rohit Verma and Siddavatam Rajesh [22],[23],[24] have developed a fast image 

reconstruction algorithms using second generation wavelets and splines. Image 

Compression and Reconstruction algorithms have been developed by many 

researchers. 

 

Siddavatam Rajesh [25] has developed a fast progressive image sampling using B-

splines. Carlos Vazquez et al, [28] has proposed interactive algorithm to reconstruct 

an image from non-uniform samples obtained as a result of geometric 

transformation using filters Delaunay triangulation [34],[37] has been extensively 

used for generation of image from irregular data points. The image is reconstructed 

either by linear or cubic splines over Delaunay Triangulations of adaptively chosen 

set of significant points[26]. This paper concerns with progressive triangulation of 

an image using standard gradient edge detection techniques and reconstruction 

using bivariate splines from adapted Delaunay triangulation until the desired 

quality of the reconstructed image is not obtained. 

 

Although image compression provides an efficient and effective method to reduce 

the amount of data needed to represent an image, it oftentimes requires receivers 

to wait for the completely encoded results before reconstructing the image. If the 

decoded image is not the expected one, then receivers must transmit another 

image again.  Progressive Image Transmission (PIT) techniques have been proposed 

to alleviate this problem by first sending a coarse version of the original image and 
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then resending  it progressively. Progressive image  transmission can help  

reducing the latency when transmitting raster images over low bandwidth links[27]. 

Often, a rough approximation (preview) of an image is sufficient for the user to 

decide whether or not it should be transmitted in greater detail[29],[31-33]. This 

allows the user to decide whether to wait for a more detailed reconstruction, or to 

abort the transmission. Progressive image transmission has been widely applied for 

many applications, such as teleconferencing, remote image database access and so 

on. 

 

Existing approaches for PIT have adopted, explicitly or implicitly, the minimal 

distortion principle to decide the importance. For example, in the SPIHT algorithm 

[38], the coefficients with larger magnitude are considered more significant for they 

will cause larger distortion. The algorithm will therefore sort the coefficients by 

their magnitudes before transmission. 

 

Some PIT techniques have adopted HVS (human visual system) weighting in spectral 

domain to improve the perceptual quality of the transmitted image [39],[40]. 

However, they did not consider the attention change in spatial domain. Popular 

image standards such as JPEG and JPEG2000 do support ROI coding, but they do not 

pro- vide any mechanism for automatic ROI definition. 

 

The thesis describes the significant sample point selection and  the modeling of the 

2D images using the Linear Bivariate splines is elaborated. We also describe the 

reconstruction algorithm and it’s complexity. The significant measures for 

reconstruction have been discussed. Experimental results along with comparison of 
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the proposed method with APEL are discussed in the end. 

 

4.2  Progressive Significant Sample Point Selection  

All the progressive sampling methods take the coarse-to-fine approach—some 

kind of uniform sampling is applied again and again in different resolutions. The 

concept is adding one sample point at a time, with the key question being where the 

next  sample should be placed. If our goal is a good reconstruction, the next sample 

location should be the one that minimizes the expected overall reconstruction error. 

This section provides a generic introduction to the basic features and concepts 

of novel Progressive Sample Point Selection algorithm.   

 

4.3    Proposed Algorithm 

Let M be a mXn matrix representing a grayscale image. The algorithm involves 

following steps:- 

 

1) Initialization: initialization of variables. 

2) Edge Detection: Edge detection using sobel and canny filters.  

3) Filtering: Passing the images/matrices through range filter. 

4) First  Phase  Transmission:  Transmission  of  strong  edges  resulting  in  

a  coarse image. 

5) Second Phase Transmission: Transmission of weak edges resulting in a 

fine image. 

6) Third Phase Transmission: Detailed information for  i m p r o v i n g  the 

reconstructed image. 

7) Subsequent Phase Transmission: detailed transmission is continued till 
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desired resolution is achieved. 

 

4.3.1 Initialisation 

 

 

 

X,Y,Z a r e  Matrices for representing x,y,z pixel co-ordinates. 

H  i s  the starting level for third phase retransmission. 

M is  the increment level for third phase retransmission. The values of H and 

M represent the network bandwidth used for image transmission 

Count1=0; Count2=0; Count3=0; are Integers representing the number of 

points obtained for triangulation at successive phases of transmission. 

Xs is Data Set for Sobel Filter and  Xc is Data Set for Canny Filter. 

 

4.3.2   Edge Detection 

An edge detector like sobel or canny takes a grayscale image as its input and returns 

a binary image of the same size, with 1's where the function finds edges in the 

original image and 0's elsewhere. 
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Figure 4.1: Edge Detection ( Sobel)[22] 

 

The Sobel method finds edges using the Sobel approximation to the derivative. It 

returns edges at those points where the gradient of I is maximum. In this method 

all the edges that are not stronger than a default threshold value are ignored. We 

can also specify our own threshold value. So this method does not identify weak 

edges which can be seen clearly in the Figure 4.1. This method was giving too less 

points to get the required triangulation. 

 

The Canny method finds edges by looking for local maxima of the gradient of image. 

The gradient is calculated using the derivative of a Gaussian filter.  The method uses 

two thresholds, to detect strong and weak edges, and includes the weak edges in 

the output only if they are connected to strong edges. This method is therefore 

more likely to detect true weak edges. The result is the following image. But again 

this resulted in too many points for the required triangulation. 
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Figure 4.2: Edge Detection (Canny)[22] 

 

 

4.3.3   Filtering 

 

After identifying the edges, the resulting image is passed through a filter so that the 

edges become prominent and we get more points near the edges. In order to 

obtain good triangulations most significant points are chosen. Range filter filters an 

image with respect to its local range. It returns an array, where each output pixel 

contains the range value (maximum value - minimum value) of the 3-by-3 

neighborhood around the corresponding pixel in the input image. 

 

4.3.4   First Phase Transmission 

 

Input: Original Lena Image I(x,y); 

 

Step 1: for k=1, 3, 5, 7.....................2n-1 

Step 2:   Locate a point P(x,y) such that  P (x,y)∈  Xs, 

Step 3:   Add P(x,y) to matrices X1, Y1 , Z1 

Step 4:  count = count+1 

Step 5: end 
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Output:   I (X1, Y1, Z1) ∈   Xs 

 

4.3.5  Second Phase Transmission 

 

Input:  X=0 ;  Y=0; count=0 ; Z=0; I (X, Y) 

Step 1: for k= 1, 4,7,11.....................3n-2 

Step 2: Locate a point P(x,y) such that 

Step 3: P(x,y) ∈   Xc and  P(x,y) € Xs 

Step 4: Add P(x,y) to matrices to X2, Y2 and Z2 

Step 5: count = count+1 

Step 6: end 

Output:   I(X2, Y2, Z2) ∈ Xc  ∪    Xs 

 

4.3.6   Delaunay Triangulation 

 

Delaunay Triangulation [35, 36, 37] is also popular due to its following properties: 

 

1) It gives a unique set of triangles T, provided that no four points in S are co-

circular, 

2) It guarantees optimal triangulation according to the min-max angle 

criterion, i.e. the smallest angle is maximal. 

3) It gives the smoothest piecewise linear approximation for a given data set. 

 

In the Delaunay triangulation method [37], the location of the global nodes defining 

the triangle vertices and then produce the elements by mapping global nodes to 
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element nodes. Element definition from a given global set can be done by the 

method of Delaunay Triangulation. The discretization domain is divided into 

polygons, subject to the condition that each polygon contains only on global node, 

and the distance of an arbitrary point inside a polygon from the native global node 

is smaller than the distance from any other node. The sides of the polygon thus 

produced are perpendicular bisectors of the straight segments connecting pairs of 

nodes. 

 

4.3.7   Third Phase Transmission 

 

To further improve the triangulations, in every triangle a point is inserted at the 

centroid of the triangle and triangles are formed including that point. This algorithm 

is useful for even those images having low gradient at the edges or weak edges. 

 

Input: TRI(X1+X2, Y1+Y2) 

 

Step 1:  T=Dataset (TRI) 

Step 2: for threshold=H to 0 step M 

Step 3: for m=1, 2, 3, 4,5,6,7....................................N  

Step 4:  If Area > Threshold 

Step 5: C(x,y)=Centroid of Triangle TN 

Step 6:  add C(x,y) to data set (X3,Y3,Z3)  

Step 7: count = count+1 

Step 8: end 

Step 9:  end 
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Step 10 : TRI = delaunay( X,Y)  

 

Output:   I(X3, Y3, Z3) ∈    Xc  ∪    Xs 

 

4.3.8   Subsequent  Phase Transmission 

Depending upon the requirement of resolution the image fine detail information 

can be generated further by centroid of triangles and passed in subsequent phases 

till required resolution is obtained. 

 

4.4  Image Reconstruction Using Linear Bivariate Splines 

 

The transmitted image as a result of the three phases of transmission is 

reconstructed at the receiver’s end.  The reconstruction is carried out based on 

the approximation of image regarded as a function, by a linear bivariate spline over 

adapted Delaunay triangulation. 

 

The Linear Bivariate Splines are used very recently by Laurent Demaret et al [9]. The 

image is viewed as a sum of linear bivariate splines over the Delaunay triangulation 

of a small recursively chosen non uniform set of significant samples Sk from a total 

set of samples in an image denoted as Sn. The linear spline is bivariate and 

continuous function which can be evaluated at any point in the rectangular image 

domain in particular for non uniform set of significant samples denoted as Sk from 

a total set of samples in an image denoted as Sn. 

 

If we   denote Ω as the space of linear bivariate polynomials, for the above set 
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Sk⊂Sn ,  the linear spline space ΩL, containing all continuous functions over the 

convex hull of Sk denoted as [Sk]. 

 

 

 

 

then any element in   ΩL is referred to as a linear spline over T(Sk).  For given 

luminance values at the points of S, {I(y): y∈ S} there is a unique linear spline 

interpolant L(S, I) which gives 

 

 

 

where I(y) denotes the image I with y samples that belong to S.   Using the above 

bivariate splines and the concept of Significant Sample point selection algorithm 

discussed above the original image can be approximated and the reconstruction of 

the image can be done as per the algorithm given below. 

 

4.5  Reconstruction Algorithm 

The following steps are used to reconstruct the original image from set of regular 

points comprising of significant (SK) and insignificant points (IK): 

 

INPUT: 

1. Let SN=data set S ∈   S K   ∪   I Kï 

2. Z0: luminance 
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3. S0: set of regular data for initial triangulation 

 

Step1. Use Delaunay triangulation and Linear Bivariate Splines to produce unique 

set of triangles and image. 

Step2. Use Progressive Significant sample point selection algorithm to find a set of 

new significant points (SP). 

Step3. Get SK=SK-1+SP 

Step4. Repeat steps 1 to 3 to get the image IR(y) Step5. Return SK  and IR(y) 

OUTPUT: 

Most Significant Sample Set (SK) and Reconstructed Image IR(y) 

 

4.6  Algorithm Complexity 

In general, the complexity of the non-symmetric filter is proportional to the 

dimension of the filter n
2
, where n * n is the size of the convolution kernel. In canny 

edge detection, the filter is Gaussian which is symmetric and separable.   For such 

cases the complexity is given by n+1 [41].  All gradient based algorithms like Sobel 

do have complexity of O(n).  The complexity of well known Delaunay algorithm in 

worst case is O(n^ceil(d/2)) and for well distributed point set is ~ O(n). N is 

number of points and d is the dimension. So in 2D, Delaunay complexity is O(N) is 

any case. 

 

Step 1: Sobel Edge Detector: O(n)  

Step 2: Canny Edge Detector: O(n)  

Step 3: Filtering (rangefilt) : O(n) 
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Step 4: First Phase Transmission: O(2n-1)=O(n)  

Step 5: Second Phase Transmission: O(3n-2)=O(n)  

Step 6: Third Phase Transmission: O(n) 

Step 7: Image Reconstruction: O(n) 

 

Hence the total complexity of the proposed algorithm is O(n) which is quite fast 

and optimal. 

 

 

4.7  Experimental Setup  

The algorithm has been tested with MATLAB simulation on standard LENA image. 

4.8   Measurement Metrics 

A well-known quality measure for the evaluation of image reconstruction schemes 

is the Peak Signal to Noise Ratio (PSNR), 

 

 

where b is the largest possible value of the signal and RMS is the root mean square 

difference between the original and reconstructed images. PSNR is an equivalent 

measure to the reciprocal of the mean square error. The PSNR is expressed in dB 

(decibels). The popularity of PSNR as a measure of image distortion derives partly 

from the ease with which it may be calculated, and partly from the tractability 

of linear optimization problems involving squared error metrics. 

 

4.9  Results and Discussions 

We have used absolutely addressed Picture Element coding (APEL) [40] to compare 
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the effectiveness of our proposed method. APEL is a robust, loss-less image coding 

technique, which transforms binary images into a tessellation of independent black 

picture elements.  As the APEL technique operates on a binary level, the encoding 

of grey-scale images must employ a Bit Plane Coding (BPC) [39] stage. APEL inter- 

leaves and sends the larger pixels from each of the bit-planes immediately after the 

transmission has begun so that a coarse image can be encoded by the recipient.  

Subsequently, as further pixels arrive, a finer image can be decoded by the 

recipient. APEL decreases the visual impact of errors by rearranging the addresses 

of pixels in an ascending order and placing two contiguous pixels a considerable 

distance apart in the data-stream, the probability of both being destroyed by the 

same burst is de- creased. Error can be detected and removed by removing the out-

of-order addresses and consecutively transmitted non-neighbor pixels. 

 

The proposed method transmits the image pixels as per increasing order of 

significance. Proposed method sends the pixels corresponding to the strong edges as 

soon as the transmission begins and enables the recipient to reconstruct a coarse 

image. In due course, pixels corresponding to weaker edges and other lesser 

significant pixels (second and third phase transmission) are send to the recipient 

which improves the definition of the reconstructed image. In our proposed method 

we define the reconstruction error as || IO – IR || / || IO  ||, where IO is the original 

image and IR is the reconstructed image. 

The reconstructed image at various levels of transmission for APEL coding scheme 

and proposed method are shown in Figure 4.3. 
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(a) Proposed Method 

 

 
(b) APEL Coding 

Figure 4.3: Comparison of   (b) APEL coding[19] and (a) proposed method 

at various  levels of transmission 

 

 

 

 
 

     Figure 4.4a       Figure 4.4b Figure 4.4c           Figure 4.4d 

 

Figure  4.4: (a)-(d)First phase Transmission 
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   Figure 4.5a Figure 4.5b Figure 4.5c     Figure 4.5d 

Figure 4.5: (a)-(d) Second phase Transmission 

 

 

 
     Figure 4.6a Figure 4.6b Figure 4.6c         Figure 4.6d 

Figure 4.6: (a)-(d) Third phase Transmission 

 

 

 
     Figure 4.7a            Figure 4.7b   Figure 4.7c        Figure 4.7d 

Figure 4.7: (a)-(d) Fourth phase Transmission 
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Figure 4.8a Figure 4.8b Figure 4.8c Figure 4. 8d 

 

Figure 4.8:(a)-(d) Fifth phase Transmission 

 

 

Table 4.1: PSNR at various stages of transmission 

 

S No Progressive Transmission Phases Proposed Method 

dB 

1 First phase    - Figure 4.4 (a) – 4.4(d) 13.90 

2 Second phase – Figure 4. 5 (a) – 4.5(d) 21.68 

3 Third Phase – Figure 4.6(a) –  4.6(d) 21.97 

4 Fourth Phase –Figure 4.7(a) –   4.7(d) 23.41 

5 Fifth Phase – Figure 4.8(a) –  4 . 8(d) 27.22 

 

4.10  Conclusions 

 

In this paper, algorithm based on significant point selection is applied for 

progressive image transmission. Experimental results on the popular image of Lena 

are presented to show the reconstructed image at various phases of transmission. 

Set of regular points are selected using Canny and Sobel edge detection and 

Delaunay triangulation method is applied to create triangulated network. The set of 
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increasingly significant sample points are transmitted in each transmission phase. 

The gray level of each sample point is interpolated from the luminance values of 

neighbor significant sample point. The original image, sample points, Delaunay 

triangulation and its reconstruction results along with the error image are shown for 

LENA image. 

 

The PSNR value goes on increasing towards the latter phases of transmission. Thus 

we can fairly approximate that the proposed Progressive Transmission technique 

can transmit the image progressively varying the image quality. This indicated by 

the range of the PSNR that varies from 13.9 to 27.22 dB. 
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Chapter 5 

Conclusions and Future Scope 
 
 
5.1  Conclusion 

In this thesis security based image processing using state of art mathematical 

concepts has been discussed. Key concepts used  are given below: 

1. Singular  Value Decomposition 

2. Discrete Fourier Transform 

3. Wavelet Transform 

(a) Time frequency Analysis 

(b) Time Scale Analysis 

(c) Discrete Wavelet Transform 

4. Lifting Scheme 

5. Linear Bivariate Splines  

 

A novel approach to image watermarking has been given. The watermark is 

embedded in the transform domain. Lifting Wavelet scheme with singular value 

decomposition has been proposed. The algorithm for watermark embedding 

has been developed. The algorithm has been experimentally evaluated. The 

water extraction algorithm has also been developed. The extraction algorithm 

has been experimentally tested. The results have been found to be very 

promising. The scheme for watermark embedding and extraction has also been 

tested against all known attacks. The watermark has survived all attacks. The 

scheme can therefore be construed as robust and secure. 
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In the thesis we also proposed an intelligent recursive algorithm for 95% salt 

and pepper noise removal. Lifting scheme has been used in the proposed 

algorithm. The algorithm has been experimentally tested for varying noise 

levels. Key features of the algorithm include less time complexity, intelligent 

threshold determination and superior operation at high noise  levels. 

 

We also propose a progressive image transmission algorithm using linear 

bivariate splines. The image representation is segmented in phases using 

progressive significant sample point selection. Coarser data using Sobel and 

Canny edge detector filters is generated in phase one. Finer details of weaker 

edges are included in subsequent phases. An image reconstruction algorithm 

using progressive transmission scheme has been developed. The  algorithms 

have been experimentally tested to have resulted in superior performance. 

 

To sum up,  the  main objectives of the thesis can be summarized as follows:  

  

1. The lifting wavelet transform (LWT) and singular value 

decomposition (SVD) techniques for robust digital watermarking. 

2. Intelligent Recursive Algorithm (IRA) based on lifting filter that can 

efficiently remove noise. 

3. Progressive image reconstruction scheme based on the multi-scale 

edge representation. 

 

Following Algorithms have been proposed. 

1. Watermark Embedding using LWT and SVD 
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2. Watermark Extraction using LWT and SVD 

3. Impulse Noise Removal  

4. Progressive Image Transmission Scheme 

5. Image Reconstruction  Scheme 

 

5.2  Future Scope 

 

The watermark embedding scheme can be extended to include encrypted 

watermarks. Watermark extraction algorithm can be extended to perform 

watermark validation automatically. Suitable feature extraction and matching 

techniques have to be explored. 

 

The noise removal scheme has been implemented for stationary images. This 

can be extended to noise removal in case of  non stationary images for dynamic 

denoising. 

In case of the progressive image transmission the schemes for optimizing the 

data for each phase needs to be studied. The phasewise data compression  and 

decompression schemes need to be evaluated. 
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