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ABSTRACT 

 

Orthogonal Frequency Division Multiplexing (OFDM) is a multicarrier modulation 

technique, which is widely used in various communication systems and standards due 

to its high-data rate, high-spectral efficiency and robustness to the frequency selective 

channels. However, one of the major disadvantages of OFDM communication is its 

sensitivity against carrier frequency offset, which causes inter-carrier-interference 

(ICI) and degrades the performance of system. The carrier frequency offset is caused 

by the mismatch of frequencies between the oscillators of transmitter and receiver, or 

from the Doppler spread due to the relative movement between the transmitter and 

receiver as well as phase noise arises predominantly due to imperfections of the local 

oscillator in the transceiver. However, the ICI induced by phase noise and timing 

offset can be completely compensated or corrected. Since the Doppler spread or 

frequency shift is random, so we can only mitigate its impact in the system. A simple 

and most effective method, which is known as self-cancellation scheme, reduces the 

ICI at the cost of transmission rate with little additional computational complexity. 

The main idea used in this scheme is to modulate the input data symbol onto a group 

of subcarriers with predefined coefficients such that the generated ICI signals within 

that group cancel each other, hence named as self-cancellation. Due to this reason, the 

bandwidth efficiency becomes half, which is the major drawback of this technique. 

Frequency domain equalization for ICI cancellation, which is very simple but the 

short coming of this technique is that it can only reduce the ICI caused by multipath 

fading distortion. Moreover, it is only suitable for flat-fading channels but in the 

mobile communication the channels are frequency selective fading in nature. Another 

effective technique is conjugate cancellation, in which two sequences are transmitted 

in each data symbol. First sequence is original received sequence and another 

sequence is conjugate of the original sequence. Thus the two sequences are conjugate 

of each other rather than adjacent subcarriers with opposite polarities in order to 

cancel the ICI.  

In this thesis, we have investigated an efficient ICI cancellation technique and 

developed a novel mathematical model to improve the bit-error-rate and carrier-to-

interference ratio compared to the other techniques as reported in literature. In the 
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proposed OFDM system, at the transmitter, IFFT is performed for first part of the data 

and FFT for the second part of data. At the receiver, FFT is performed for first part of 

the data and IFFT for the second part of data. These combined operation forms an ICI 

cancellation scheme for the OFDM system. We analyze the subcarrier index before 

and after cancellation of the frequency offset and discuss the carrier-to-interference 

ratio. The average carrier-to-interference power ratio is used as the ICI level indicator 

and theoretically carrier-to-interference ratio expression is derived for the proposed 

scheme. The proposed scheme provides significant carrier-to-interference ratio 

improvement, which has been studied theoretically and supported by simulations. 

A repeated correlative coding scheme is also proposed to combat ICI caused by 

the frequency offset in OFDM communication systems. This proposed scheme 

combine two ideas of the well-known methods, which are the coding of adjacent 

subcarriers with antipodal of the same data symbol (ICI self-cancellation) and 

correlative coding. A mathematical expression for the carrier-to-interference ratio by 

using this proposed repeated correlative coding scheme is derived. The carrier-to-

interference ratio for proposed scheme is significantly improved compared to the 

correlative coding as well as self-cancellation scheme. The bit-error-rate of proposed 

scheme is also compared with the ICI self-cancellation scheme and correlative coding 

scheme, which is comparable to that of the ICI self-cancellation scheme and better 

than correlative coding scheme. The proposed theoretical analysis and simulation 

results prove that the ICI caused by multicarrier frequency offset can be cancelled 

efficiently by using the proposed repeated correlative coding scheme for the OFDM 

communication system. 

OFDM transmission over mobile/wireless channels, the electromagnetic waves 

experience different effect like diffraction, scattering, reflection, and absorption 

because of interaction with surface irregularities, which create a continuum of 

scattered partial waves. The reflections caused when the electromagnetic waves 

impinge upon surface having dimensions much larger than the wavelength of the 

impinging wave. The diffractions are caused due to effects of sharp edges in the path 

of the radio waves between the transmitter and receiver. The scattering is caused 

when the electromagnetic waves encounter objects of dimension much smaller than 

the wave in the propagation medium. The amplitudes and phases variations of these 
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partially refracted, scattered and reflected waves depend on the physical properties of 

the surfaces such as geometrical proportions and electromagnetic reflection 

properties. These partial waves create irregular electromagnetic field after interfering 

with each other and with the direct wave. On the other hand, the transmitted signal 

power decreases with the traveled distance and because of existence of large number 

of refracting, scattering and reflecting objects between transmitter and receivers, 

introduces random variations of the local mean of the envelope or equivalently the 

local mean power. Therefore, to statistically model the wireless channels, it is a very 

common practice to consider two independent propagation models, the small-scale 

propagation model for random amplitude and phase variations and large-scale 

propagation model for power (shadowing and path loss) variation. Several 

distributions have been discussed to model the small-scale fading such as the 

Rayleigh, Rician and Nakagami-m in detail. The Rayleigh and Rician distributions are 

used to characterize the channel envelop of faded signal over small geographical areas 

or short term fades.  

Recently, the Nakagami-m fading channel model has received considerable 

attention due to its great flexibility and accuracy. In studying the performance of 

wireless communication system, it is usually assumed that two signals are 

independent of one another, however, there are number of real-life scenario in which 

this assumption is not valid, for example, insufficient antenna spacing in small-size 

mobile units equipped with space and polarization antenna diversity. Therefore, the 

effect of correlated fading on the performance of a diversity combining receiver has 

received a great deal of research interest. We have analyzed the performance of 

correlated Nakagami-m fading channel by using the maximal-ratio combining 

diversity at the receiver. A closed-form mathematical expression is derived for the 

average bit-error-rate, symbol-error-rate and outage probability for various 

modulation scheme in terms of the higher transcendental function such as Appell 

hypergeometric function by using the well-known moment generating function 

(MGF) based approach with arbitrary fading index for OFDM communication 

systems. The diversity path greater than two (M ≥ 2) at the receiver hence the average 

bit-error-rate performance of the OFDM system is improved significantly. The 

proposed mathematical analysis is used to study various novel performance evaluation 
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results with parameters of interest such as fading severity and correlation coefficients, 

which is very significant for the design consideration of the OFDM communication 

systems.  

We have explored the marginal moment generating function (MMGF) for the 

correlated Nakagami-m fading channel by using maximal-ratio combining diversity 

scheme at receiver for the computation of the channel capacity for various adaptive 

transmission schemes such as: 1) optimal simultaneous power and rate adaptation, 2) 

optimal rate adaptation with constant transmit power, 3) channel inversion with fixed 

rate, and 4) truncated channel inversion with fixed rate. An analytical expression for 

the channel capacity as a function of signal-to-noise ratio over the correlated 

Nakagami-m fading channel with maximal-ratio combining diversity at the receiver is 

obtained, which is valid for arbitrary value of the fading parameters m. We have also 

analyzed the effect of correlation on the channel capacity. Due to their simple forms, 

these results offer a useful analytical tool for the accurate performance evaluation of 

the various communication systems of practical interest. 

In addition to the multipath fading, the quality of signal in the wireless 

communication environment is also affected due to shadowing from various obstacles 

in propagation path. The Nakagami-m and Rayleigh-lognormal (Suzuki) are well 

known composite statistical distribution to model the multipath fading and 

shadowing. The Gamma probability density function (PDF) was proposed for 

shadowing instead of the lognormal and the resultant PDF is called generalized-K 

distribution for the shadowed fading channel and the K-distribution when the short 

term fading is modeled by using the Rayleigh instead of the Nakagami-m PDF. The 

K-distribution is derived as a special case of the generalized-K distribution by letting 

m = 1. The generalized-K distribution fading model characterizes the confined effect 

of fast and slow fading in the received signal by using two shaping parameters m and 

k, where m is the Nakagami fading parameters for the short term fading and k is the 

parameter of the Gamma distribution for the received average power due to 

shadowing. In the wireless communication systems, the fading is important 

phenomena, which limits the channel capacity. 

We have also investigated a simple and novel MMGF based channel capacity 

analysis approach over generalized-K fading channel with maximal-ratio combining 
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diversity. Initially, an analytical expression for the MMGF of received signal-to-noise 

ratio with M-branch maximal-ratio combining diversity is obtained and utilizes it to 

derive the mathematical expression for the channel capacity under the different power 

and rate adaptation policies for arbitrary value of shaping parameters. The result of 

proposed methods is compared with other reported literature to support the analysis. 

We have derived the expression for the channel capacity with optimal rate adaptation 

(CORA) which is valid for arbitrary values of the shaping parameters k and m. 

Moreover, we derived an expression for the capacity for channel inversion with fixed 

rate (CCIFR). The CORA and CCIFR are very easily computed by using the MGF based 

approach. We also derived the marginal MGF based channel capacity for truncated 

channel inversion with fixed rate )( TCIFRC  and channel capacity for optimal rate and 

power adaptation )( OPRAC  schemes for the Generalized-K fading channel, which is a 

simple and novel approach that can be applied to other fading channels also. The 

contributions and implications of this work for future research are also discussed. 

 



CHAPTER - 1                      

INTRODUCTION 

1.1 OVERVIEW OF OFDM  

The concept of Orthogonal Frequency Division Multiplexing (OFDM) was first 

introduced by Chang [1, 2] in 1966 for dispersive fading channels. For long time, the 

application was very limited because of the implementation complexity. Weinstein 

and Ebert [3] have suggested an OFDM implementation based on the discrete Fourier 

transform (DFT) to replace the banks of sinusoidal generators and demodulators. This 

work dramatically reduced the implementation complexity of OFDM systems but it 

was able to reach towards sufficient maturity for employment in standard 

communication systems during the 1990s. Recently, it has been selected as the high 

performance local area network’s (HIPERLAN) transmission technique as well as 

becoming part of the IEEE 802.11 Wireless Local Area Network (WLAN), IEEE 

802.16 WiMax [2] and 3GPP Long Term Evolution (LTE) standards [4-5]. OFDM is 

improved form of Frequency Division Multiplexing (FDM). It extends the concept of 

single carrier modulation by using multiple subcarriers within the same single channel 

as shown in Figure 1.1. The total data rate to be sent in the channel is divided between 

the various subcarriers. Advantages include using separate modulation/demodulation 

customized to a particular type of data, or sending out bunch of dissimilar data that 

can be sent in best manner by using multiple and possibly different modulation 

schemes. FDM offers an advantage over single-carrier modulation in terms of 

narrowband frequency interference since this interference will affect only one of the 

frequency sub-bands and other subcarriers (the carriers used to modulate the 

individual message signals are called sub-carriers) will not be affected by the 

interference. Since each subcarrier has a lower information rate, the data symbol 

periods in a digital system will be longer, adding some additional immunity to 

impulse noise and reflections. FDM systems usually require a guard band between 

modulated subcarriers to prevent interference one subcarrier from other. These guard 

bands lower the system’s effective information rate when compared to a single carrier 

system with similar modulation scheme. At the receiving end the signal is applied to a 
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bank of band-pass filters, which separates individual frequency channels. The band 

pass filter outputs are then demodulated and distributed to different output channels. 

To ensure that the signal of one channel did not overlap with the signal from an 

adjacent one, guard band was provided between different channels which lead to 

inefficiencies as shown Figure 1.1.  

 

 

Figure 1.1 Conventional frequency division multiplexing.  

                     

 Figure 1.2 Orthogonal frequency division multiplexing. 

If the FDM system as discussed above had been able to use a set of subcarriers 

that were orthogonal to each other, a higher level of spectral efficiency could have 

been achieved. The guard bands that were necessary to allow individual demodulation 

of subcarriers in an FDM system would no longer be necessary. The use of orthogonal 

subcarriers would allow the subcarrier’s spectra to overlap, thus increasing the 

spectral efficiency. As long as orthogonality is maintained, it is still possible to 

recover the individual subcarrier’s signals despite their overlapping spectrums. If the 

dot product of two deterministic signals is equal to zero, these signals are said to be 

orthogonal to each other. OFDM is improved form of FDM, in which subcarrier are 

orthogonal to each other as shown in Figure 1.2. The peak of one subcarrier coincides 

with the nulls of the other subcarriers. Due to the orthogonality, there is no 
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interference from other subcarriers at the peak of a desired subcarrier even though the 

subcarrier spectrums overlap [5-9]. Using OFDM system, huge amount of bandwidth 

can be saved in comparison to conventional FDM technique as shown Figure 1.1. The 

orthogonality among subcarriers can be viewed in time domain as shown Figure 

1.3(a). OFDM achieves orthogonality by allocating integer number cycles per symbol 

duration. The mathematical representation of two orthogonal functions is shown 

below. Let us consider a set of function KKKK ),t(g,),t(g),t(g n21  defined over the 

interval 21 ttt <≤  and which are related to one another in such a way that any two 

functions of the set satisfy the condition: 

 
⎩
⎨
⎧

=
≠

=∫
∗

nm
nm
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t

t
m 1

0
)()(

2

1

                                                                     (1.1) 

A set of functions which has this property is called orthogonal from the 

interval 21 ttot . In case of OFDM, carrier frequencies are chosen so that all of them 

are orthogonal.  The time and frequency   domain representation of orthogonal signals 

are shown below in Figure 1.3(a) and Figure 1.3(b), respectively. The Figure 1.4 

shows a simple representation of the OFDM communication system.  

In this chapter, we have reviewed the OFDM communication system and its 

implementation in practice by using the discrete Fourier transform (DFT). From the 

signals and systems theory, the sinusoids of the DFT form an orthogonal basis set and 

a signal in the vector space of the DFT can be represented as a linear combination of 

the orthogonal sinusoids. If the input signal has some energy at a certain frequency, 

there will be a peak in the correlation of the input signal and the basis sinusoid that is 

at that corresponding frequency. This transform is used at the OFDM transmitter to 

map an input signal onto a set of orthogonal subcarriers that is the orthogonal basis 

functions of the DFT. Similarly, the transform is used again at the OFDM receiver to 

process the received subcarriers. The signals from the subcarriers are then combined 

to form an estimate of the source signal from the transmitter. The orthogonal and 

uncorrelated nature of the subcarriers is exploited in OFDM systems. Since the basis 

functions of the DFT are uncorrelated, the correlation performed in the DFT for a 

given subcarrier only sees energy for that corresponding subcarrier. The energy from 

other subcarriers does not contribute because it is uncorrelated. Because of the 
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separation of signal energy, the OFDM subcarrier’s spectrums can overlap without 

causing interference. The idea behind the analog implementation of OFDM can be 

extended to the digital domain by using the discrete Fourier transform (DFT) and its 

counterpart, the inverse discrete Fourier transform (IDFT). These mathematical 

operations are widely used for transforming data between the time-domain and 

frequency-domain. These transforms are interesting from the OFDM perspective 

because they can be viewed as mapping data onto orthogonal subcarriers. For 

example, the IDFT is used to convert frequency-domain data into time-domain data. 

In order to perform that operation, the IDFT correlates the frequency-domain input 

data with its orthogonal basis functions, which are sinusoids at certain frequencies. 

This correlation is equivalent to mapping the input data onto the sinusoidal basis 

functions. In practice, OFDM systems are implemented by using a combination of fast 

Fourier transform (FFT) and inverse fast Fourier transform (IFFT) blocks that are 

mathematically equivalent versions of the DFT and IDFT, respectively, but are more 

efficient to implement. The IFFT takes in N symbols at a time where N is the number 

of subcarriers in the system. Each of these N input symbols has a symbol period of T 

seconds. The basis functions for an IFFT are N orthogonal sinusoids. Each sinusoid 

has a different frequency and the lowest frequency is DC. Each input symbol acts like 

a complex weight for the corresponding sinusoidal basis function. Since the input 

symbols are complex, the value of the symbol determines both the amplitude and 

phase of the sinusoid for that subcarrier. The IFFT output is the summation of all N 

sinusoids. Thus, the IFFT block provides a simple way to modulate data onto N 

orthogonal subcarriers. The block of N output samples from the IFFT make up a 

single OFDM symbol. The length of the OFDM symbol is NT where T is the IFFT 

input symbol period as mentioned above. After some additional processing, the time-

domain signal that results from the IFFT is transmitted across the channel.  

At the receiver, an FFT block is used to process the received signal and bring it 

into the frequency-domain. Ideally, the FFT output will be the original symbols that 

were sent to the IFFT at the transmitter. When plotted in the complex plane, the FFT 

output samples will form a constellation, however, there is no notion of a 

constellation for the time-domain signal. When plotted on the complex plane, the 

time-domain signal forms a scatter plot with no regular shape. Thus, any receiver 
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processing that uses the concept of a constellation (such as symbol slicing) must occur 

in the frequency-domain. 

 

 

(a) 

 

(b) 

Figure 1.3 The signal waveforms to show the orthogonality among subcarriers in (a) time-

domain and (b) frequency domain representation. 

1.2 OFDM TRANSMITTER AND RECEIVER  

Figure 1.4 shows the block diagram of a typical OFDM system [2, 9]. The transmitter 

comprises of serial–to-parallel convertor, signal mapper, IFFT, guard interval 

insertion, and parallel-to-serial convertor. The input data to be transmitted is mapped 

by modulation technique to get the appropriate subcarrier amplitude and phase. The 

mapped data is converted into the time domain using an IFFT. The IFFT takes in N 

symbols at a time where N is the number of subcarriers in the system. The IFFT 

perform subcarrier modulation and multiplexing in one step. At receiver end the one 

OFDM symbol is overlapped with the other due to multipath distortion. To eliminate 
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the problem of inter symbol interference (ISI), a guard time inserted between two 

symbol, duration of guard interval should be greater than maximum delay spread. The 

guard time consists no signal at all, in that case problem of inter-carrier interference 

(ICI) would arise because orthogonality among the carrier is disturbed. To overcome 

the problem of ICI OFDM symbol is cyclically extended in guard time interval means 

last part of OFDM symbol is copied in front. This ensures that delayed OFDM 

symbol have always integer number of cycle in given FFT interval, as long as delay is 

smaller than the guard time. The cyclic prefix allows linear convolution of a 

frequency selective multipath channel to be modelled as circular convolution and 

ensures the orthogonality between the subcarriers, which provides multipath 

immunity as well as symbol time synchronization tolerance. The receiver performs 

inverse action of transmitter as shown in Figure 1.4.  

 

Figure 1.4 Schematic of OFDM transceiver systems. 

The receiver converts the RF signal to base band for processing, then using a FFT 

to analyze the signal in the frequency domain. The amplitude and phase of the 

subcarriers is then picked out and converted back to digital data. The IFFT and the 

FFT are complementary function and the most appropriate term depends on whether 

the signal is being received or generated.  

A major problem in most of the wireless systems is the presence of a multipath 

channel. In a multipath environment, the transmitted signal reflects off several 
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objects. As a result, multiple delayed versions of the transmitted signal arrive at the 

receiver. The multiple delayed versions of the signal cause the received signal to be 

distorted. Many wired systems also have a similar problem where multiple reflections 

occur due to impedance mismatches in the transmission line. A multipath channel will 

cause two problems for an OFDM system. The first problem is inter-symbol 

interference, which occurs when the received OFDM symbol is distorted by the 

previously transmitted OFDM symbol. The effect is similar to the inter-symbol 

interference that occurs in a single-carrier system. However, in such systems, the 

interference is typically due to several other symbols instead of just the previous 

symbol. Symbol period in single carrier systems is typically much shorter than the 

time span of the channel, whereas the typical OFDM symbol period is much longer 

than the time span of the channel. The second problem is unique to multicarrier 

systems and is called intra-symbol interference. It is the result of interference amongst 

a given OFDM symbol’s own subcarriers. Assume that the time span of the channel is 

LC samples long, instead of a single carrier with a data rate of R symbols/second. 

OFDM system has N subcarriers, each with a data rate of R/N symbols/second. Since 

the data rate is reduced by a factor of N, the OFDM symbol period is increased by a 

factor of N. By choosing an appropriate value for N, the length of the OFDM symbol 

becomes longer than the time span of the channel. Due to this configuration, the effect 

of inter-symbol interference is the distortion of the first LC samples of the received 

OFDM symbol and only the first few samples of the symbol are distorted. One can 

consider the use of a guard interval to remove the effect of inter-symbol interference. 

The guard interval could be a section of all zero samples transmitted in front of each 

OFDM symbol. Since it does not contain any useful information, the guard interval 

would be discarded at the receiver. If the length of the guard interval is properly 

chosen such that it is longer than the time span of the channel, the OFDM symbol 

itself will not be distorted.  

The guard interval is not used in practical systems because it does not prevent an 

OFDM symbol from interfering with itself. This type of interference is called intra-

symbol interference. The solution to the problem of intra-symbol interference 

involves a discrete-time property. In the continuous-time, a convolution in time is 

equivalent to a multiplication in the frequency-domain. This property is true in 
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discrete-time only if the signals are of infinite length or if at least one of the signals is 

periodic over the range of the convolution. It is not practical to have an infinite-length 

OFDM symbol, however, it is possible to make the OFDM symbol appear periodic. 

This periodic form is achieved by replacing the guard interval with cyclic prefix of 

length LP samples [2, 9]. The cyclic prefix is a replica of the last LP samples of the 

OFDM symbol where LP > LC. Since it contains redundant information, the cyclic 

prefix is discarded at the receiver. Like the case of the guard interval, this step 

removes the effects of inter-symbol interference. Because of the way in which the 

cyclic prefix was formed, the cyclically-extended OFDM symbol now appears 

periodic when convolved with the channel. An important result is that the effect of the 

channel becomes multiplicative. In a digital communications system, the symbols that 

arrive at the receiver have been convolved with the time-domain channel impulse 

response of samples of length LC. Thus, the effect of the channel is convolution. In 

order to undo the effects of the channel, another convolution must be performed at the 

receiver using a time-domain filter known as an equalizer. The length of the equalizer 

needs to be of the order of the time span of the channel. The equalizer processes 

symbols in order to adapt its response in an attempt to remove the effects of the 

channel. Such an equalizer can be expensive to implement in hardware and often 

requires a large number of symbols in order to adapt its response in a desired manner. 

The operational principle of OFDM systems is that the original bandwidth is 

divided into a high number of narrow sub-bands which are called subcarriers, so that 

mobile/wireless channels can be considered non-dispersive and are capable of 

operating without classic channel equalizers. Moreover, OFDM transmits data in 

parallel by modulating a set of orthogonal sub-carriers. OFDM is attractive because it 

provides relatively easy solutions to some difficult challenges that are encountered 

when using single-carrier modulation schemes on wireless channels. Simplified 

frequency domain equalization is often touted as a primary advantage of OFDM over 

single-carrier modulation with conventional time-domain equalization. However, 

frequency domain equalization can be applied just as easily to single-carrier 

modulation techniques as it can be applied to OFDM. OFDM is advantageous [5-10] 

because the  modulation  of  closely-spaced  orthogonal  subcarriers  partitions the  

available  bandwidth into  a  collection of  narrow sub-bands. One such possibility is 
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to use adaptive bit loading techniques, where the modulation alphabet size on each 

subcarrier is adjusted according to channel conditions. A larger signal constellation is 

used on subcarriers where the received signal-to-noise ratio is large and vice-versa. 

OFDM waveforms are resilient to timing errors, yet highly sensitive to frequency 

offsets and phase noise in the transmitter and sampling clock oscillators. These 

characteristics  are  opposite those of  single-carrier  modulation, which  is  more  

sensitive to timing errors  and  less  sensitive  to frequency offsets. This is a 

manifestation of the long OFDM modulated symbol duration and the closely-spaced 

orthogonal subcarriers. Hence, OFDM has its  own  set  of  unique  implementation  

challenges  that  are  not  present in single-carrier systems. 

In OFDM, the time-domain signal is still convolved with the channel response. 

However, the data will ultimately be transformed back into the frequency-domain by 

the FFT in the receiver. Because of the periodic nature of the cyclically-extended 

OFDM symbol, this time-domain convolution will result in the multiplication of the 

spectrum of the OFDM signal with the frequency response of the channel. The result 

is that each subcarrier’s symbol will be multiplied by a complex number equal to the 

channel’s frequency response at that subcarrier’s frequency. Each received subcarrier 

experiences a complex gain due to the channel. In order to undo these effects, a 

frequency-domain equalizer is employed and such an equalizer is much simpler than a 

time-domain equalizer. The frequency-domain equalizer consists of a single complex 

multiplication for each subcarrier. For the simple case of no noise, the ideal value of 

the equalizer’s response is the inverse of the channel’s frequency response.  

The effects of non-idealities in an OFDM system has been discussed, which 

include impairments and receiver offsets. Since the Fourier transform is a 

fundamental operation in OFDM, the effects of several offsets can be intuitively 

understood by applying Fourier transform theory. At start-up, the local oscillator 

frequency at the receiver is typically different from the local oscillator frequency at 

the transmitter. A carrier tracking loop is used to adjust the receiver’s local oscillator 

frequency in order to match the transmitter’s local oscillator frequency as closely as 

possible. The effect of having a local oscillator frequency offset can be explained by 

Fourier transform theory. The local oscillator offset can be expressed mathematically 

by multiplying the received time-domain signal by a complex exponential whose 
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frequency is equal to the local oscillator offset amount. From Fourier transform theory 

that multiplication by a complex exponential in time is equivalent to a shift in 

frequency. The local oscillator offset results in a frequency shift of the received signal 

spectrum. This shift causes a condition called “loss of orthogonality” to occur. The 

frequency shift causes the OFDM subcarriers to no longer be orthogonal. The 

orthogonality of the subcarriers is lost because the bins of the FFT will no longer line 

up with the peaks of the received signals pulses. The result is a distortion called inter-

bin interference (IBI), which occurs when the energy from one bin spills over into 

adjacent bins and this energy distorts the affected subcarriers. In Fourier transform 

theory this effect is called DFT leakage. For the purpose of clarity, only one non-zero 

subcarrier was transmitted and this subcarrier is not interfering with its adjacent 

subcarriers. The spectrum of the non-zero subcarrier actually extends over the entire 

range of the FFT, however, due to the orthogonal nature of the signal, the zero-

crossings of the spectrum exactly line up with the other FFT bins which shows the 

received spectrum of the same signal with one non-zero subcarrier. In this case, there 

is a local oscillator offset. This offset has resulted in a loss of orthogonality and the 

zero-crossings of the non-zero subcarrier’s spectrum no longer line up with the FFT 

bins. The result is that energy from the non-zero subcarrier is spread out among all of 

the other subcarriers, with those subcarriers closest to the non-zero subcarrier 

receiving the most interference. In a practical system, almost all of the subcarriers 

would be actively used for transmitting data. A given subcarrier would experience IBI 

due to energy from all of the other active subcarriers in the system. The central limit 

theorem states that the sum of a large number of random processes will result in a 

signal that has a Gaussian distribution because of this property, the IBI will manifest 

itself as the additive Gaussian noise, thus lowering the effective SNR of the system.  

The effect of a local oscillator frequency offset can be corrected by multiplying 

the signal by a correction factor. The correction factor would be a sinusoid with a 

frequency that is ideally equal to the amount of the local oscillator frequency offset. 

Various carrier tracking algorithms exist that can adaptively determine the frequency 

which will correct the offset. It is also possible to have a local oscillator phase offset, 

separate from local oscillator frequency offset. The two offsets can occur in 

conjunction or one or the other can be present by itself. As the name suggests, a local 
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oscillator phase offset occurs when there is a difference between the phase of the local 

oscillator output and the phase of the received signal. This effect can be represented 

mathematically by multiplying the time-domain signal by a complex exponential with 

a constant phase. The result is a constant phase rotation for all of the subcarriers in the 

frequency-domain. The constellation points for each subcarrier experience the same 

degree of rotation. If the phase rotation is small, the frequency-domain equalizer can 

correct this effect. Each filter coefficient in a frequency-domain equalizer multiplies 

its corresponding subcarrier by a complex gain that is amplitude scaling and phase 

rotation. The equalizer’s coefficients can be used to correct for a small phase rotation 

as long as the rotation does not cause the constellation points to rotate beyond the 

symbol decision regions. Larger phase rotations are corrected by a carrier tracking 

loop. 

Additive white Gaussian noise (AWGN) is the most common impairment 

encountered in a communications system. In a wireless medium, the noise source is 

typically considered to be thermal noise that is Gaussian and uniform across the 

frequency range. Additional noise sources include atmospheric sources and solar 

radiation. In a contained media, such as a coaxial cable system, thermal noise will be 

present, but the system may also have other sources that can increase the noise in the 

system. The effect of AWGN on an OFDM system is similar to its effect on a single 

carrier system. The signal-to-noise ratio is a function of the total signal power over 

the total noise power across the received channel. The uniform noise contributes to 

the SNR of each subcarrier in the OFDM system and the net result is equivalent to the 

effect on single channel systems. Noise in a communications channel can often be 

shaped, or “colored”, by various effects. These effects can include transmit signal 

imperfections, transmission channel characteristics, or receiver frequency shaping. 

The implications of these effects for an OFDM system can be different compared to 

its single-carrier counterpart. The modulation of the OFDM system can be tailored for 

the noise characteristics. A method involves sending the same data on several 

subcarriers, or sending data that is having lower priority. In extreme cases, the 

subcarriers can transmit no data, essentially turning them off. Impulse noise is a 

common impairment in a communications system arising from motors or lightning, 

which is typically characterized as a short time-domain burst of energy. The burst 
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may be repetitive or may be a single event. In either case, the frequency spectrum 

from this energy burst is wideband, typically much wider than the channel, but is 

present for only a short time period. While OFDM transmission over mobile/wireless 

channels can alleviate the problem of multipath propagation, recent research efforts 

have focused on solving a set of inherent difficulties regarding OFDM, namely the 

peak-to-mean power ratio [11-13], time and frequency synchronisation, and on 

mitigating the effects of the frequency selective fading channel [7]. 

 

1.3 WIRELESS CHANNELS 

In wireless channels, the electromagnetic waves experience different effects like 

diffraction, scattering, reflection, and absorption because of interaction with surface 

irregularities which create a continuum of scattered partial waves [14-22]. Reflections 

caused when the electromagnetic waves impinge upon surface having dimensions 

much larger than the wavelength of the impinging wave [15]. Diffractions caused due 

to the effects of sharp edges in the path of the radio waves between the transmitter and 

the receiver. Scattering is caused when the electromagnetic waves encounter objects 

of dimension much smaller than the wave in the propagation medium [15]. The 

amplitudes and phases variations of these partially refracted, scattered and reflected 

waves depend on the physical properties of the surfaces such as geometrical 

proportions and electromagnetic reflection properties. These partial waves create 

irregular electromagnetic field after interfering with each other and with the direct 

wave. On the other hand, the transmitted signal power decreases with the travelled 

distance and because of existence of large number of scattering objects between 

transmitter and receivers introduces random variations of the local mean of the 

envelope or equivalently the local mean power. Therefore, to statistically model the 

wireless channels [20], it is a very common practice to consider two independent 

propagation models, the small-scale propagation model for random amplitude and 

phase variations and large-scale propagation model for power (shadowing and path 

loss) variation as shown Figure 1.5. Small-scale fading is due to the superposition of 

the received multipath signals, which are due to the processes of reflection, diffraction 

and scattering. So, within a scale that is comparable to the carrier wavelength, the 

superposition of the multipath signals may add constructively (in-phase) or 
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destructively (out-of-phase) causing the phenomenon of small-scale fading. To derive 

statistical characteristics of the received wave-field that is due to the superposition of 

partial waves, the complex phasor of the received signal can be expressed as [23-25]. 
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The channel impulse response can be characterized by N time-delayed impulses, each 

represented by an attenuated and phase-shifted version of the original transmitted 

impulse. Here,  An, τn and ϕn are  the  attenuation,  delay  in  time  of  arrival, and  

phase, corresponding to path  n, respectively. The magnitude of the complex phasor in 

Equation (1.2) is defined as [23]. 
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According to the central limit theorem, the received electromagnetic field can be 

expressed as a complex Gaussian random variable whose real and imaginary 

components are zero-mean Gaussian random variables with equal variance of 1/2, 

their magnitudes are Rayleigh distributed whose probability density function (PDF) 

can be as [26]: 
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If a line-of-sight (LOS) is present (with a non-zero mean, A0), the magnitude of the 

received signal has a Rician distribution [27]: 
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where I0 (·) denotes the modified Bessel function of the first kind with zero order. 

Another PDF that is versatile enough to include the Rayleigh PDF as a special case 

and approximate the Rician distribution is the Nakagami distribution [28]: 
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where Γ[·] is the Gamma function, Ω = E(r2), and m is the multipath fading parameter 

that varies from m = 1/2 for one-sided Gaussian PDF, to 1m = for Rayleigh PDF, and 

∞=m for the non-fading scenario. 

A  channel is  said  to  exhibit  frequency-selective fading when the  delay spread  

is  greater  than  the  symbol period [29-30].  This  condition occurs  whenever  the  

received multipath components of  a symbol  extend  beyond  the  time  duration of  

the  symbols.  Such multipath   dispersion of the signal yields a kind of inter-symbol 

interference called channel-induced ISI. On the other hand, if the signal bandwidth is 

greater than coherence bandwidth ( Cs BB > ) then the channel amplitude values at 

frequencies separated by more than the coherence bandwidth are roughly 

independent. Thus, the channel amplitude varies widely across the signal bandwidth. 

In this case the fading is called frequency selective [29-30]. 

 

Figure 1.5 Small and large-scale propagation model versus distance. 

When the  delay  spread  is  less than  the  symbol period, a channel  is  said to  

exhibit  flat  fading,  or   if we are transmitting a narrowband signal with bandwidth 

Cs BB << , then fading across  the entire signal bandwidth is highly correlated; that is, 

the fading is roughly equal across the entire signal bandwidth. This is usually referred 

to as flat fading [29-30]. Fast fading and slow fading are classified [29-30] on the 

basis of how rapidly the transmitted baseband signal changes, compared to the rate of 

the electrical-parameter changes of the channel. If the channel impulse response 

changes  at  a  rate  much faster  than  the trans-mitted  signal,  the  channel may  he 
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assumed  to  be a  fast-fading channel otherwise, it is assumed to be a slow-fading 

channel. It is important to  note  that the velocity  of the mobile  unit  or the velocity 

of objects using  the  channel through  a baseband signal determines whether a signal 

undergoes fast  fading or  slow fading. Due to the scattering caused by obstacles, the 

local mean received power in a wireless channel varies, which is referred as 

shadowing. These variations are usually modelled by a lognormal random variable 

[31-33].  
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where µs is called the area mean and is determined by the propagation path loss, 

however, we may treat the path loss independently so that we may set µs = 0dB. The 

standard deviation 2
sσ  varies with the propagation environment. Simplified model for 

path loss as a function of distance (d) over wireless channels is given by [30, 34].        
γ
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where A is a unit-less constant that depends on the antenna characteristics and the 

average channel attenuation, od  is a reference distance for the antenna far field, and γ 

is the path-loss exponent. The data user in wireless domain is growing faster these 

days than ever before [35-42].  

 

1.4 PROBLEM DEFINITION  

Orthogonal frequency division multiplexing (OFDM) is a multi-carrier modulation 

technique, which is widely used in various communication systems and standards due 

to its high data rate, high spectral efficiency and robustness to the frequency selective 

channels [51-75]. However, the OFDM has following problems: 

1) The main problems in OFDM is its sensitivity to carrier frequency offset, which 

destroys the orthogonality between the subcarriers and causes inter-carrier 

interference [51-75] which degrades the performance of an OFDM system. 
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2) The phase noise arises predominantly due to imperfections of the local oscillator 

in the transceiver, which represents a time-varying drift of the local oscillator 

phase from its reference, and 

3) The timing offset arises because of multi path delay spread [76-82].  

The above mentioned problems causes number of impairments including disrupting 

the orthogonality among subcarriers, ISI because of timing offset only and introduces 

inter-carrier interference (ICI) that would significantly degrade the system 

performance. However, ICI induced by phase noise and timing offset, can be 

completely compensated or corrected. Since the Doppler spread or frequency shift is 

random, so we can only mitigate its impact [83]. Currently, several approaches for 

reducing the ICI have been developed including: ICI self-cancellation [54], 

frequency-domain equalization [51], time-domain windowing scheme [52], frequency 

offset estimation and compensation techniques [56, 67, 68], correlative coding [55], 

[62-15] and the conjugate cancellation scheme [61, 69].  

Frequency domain equalization [51] is an extremely simple process for ICI 

cancellation, but the above method can only reduce the ICI caused by multipath 

fading distortion, which is not the major source of ICI. Li et al [52] has proposed a 

time-domain windowing approach for ICI mitigation that can reduce sensitivity of 

time offset. Zhao et al [55] have proposed the correlative coding between the signals 

modulated on subsequent subcarriers in binary phase-shift keying OFDM, but this 

scheme does not improves carrier-to-interference ratio (CIR) significantly. Yeh et al 

[61] have discussed the ICI mitigation using conjugate-cancellation, in this scheme, 

two sequences are transmitted in each data symbol. First sequence is original received 

sequence and another sequence is conjugate of the original sequence. Thus the two 

sequences are conjugate of each other rather than adjacent subcarriers with opposite 

polarities in order to cancel the ICI but they have not provided mathematical analysis 

for the cancelation of ICI. Dwivedi et al in [69] have been extended the work in Ref. 

[61]; they have also some mathematical using conjugate-cancellation scheme. A 

simple and most effective method, known as self-cancellation scheme has been 

proposed by Zhao and Haggman [54], which significantly reduces the ICI with little 

additional computational complexity. This scheme significantly reduces the ICI at the 

cost of reducing the transmission rate. Besides its little additional computational 
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complexity, it has a very important advantage, as this technique can also mitigate ICI 

created by spread of frequency shifts in the signal, such as a Doppler spread resulting 

from a time variable channel.  

Physical limitations of the communication over wireless channel are still a big 

issue for researchers. These include multi-path fading, limited spectrum resources, 

multiple access interference and limited battery life of the devices. The multipath 

fading degrades the performance of wireless communication systems. Recently, 

Nakagami-m fading channel model has received considerable attention due to its great 

flexibility and accuracy [84]. In studying the performance of wireless communication 

system, it is usually assumed that two signals are independent of one another. 

However, there are number of real-life scenario in which this assumption is not valid, 

for example, insufficient antenna spacing in small-size mobile units equipped with 

space and polarization antenna diversity, the effect of correlated fading on the 

performance of a diversity combining receiver has received a great deal of research 

interest. The diversity combining [85-94] is an effective technique for mitigating 

detrimental effects of multipath fading and shadowing in wireless mobile channels. In 

the literature, on the performance of a maximal-ratio combiner (MRC) in the 

correlated Nakagami fading environment concentrated either on dual-branch diversity 

[95] or on arbitrary diversity order with simple correlation models. Bandjur et al [96] 

have been studied the performance of a dual-branch switch and stay combining 

diversity receiver with the switching decision based on the signal-to-interference ratio 

operating over the correlated Ricean fading channels in the presence of the correlated 

Nakagami-m distributed co-channel interference. Rui et al [97] have considered the 

diversity at transmitter and receiver both without correlation between them but when 

antennas are closely spaced then signal are correlated. In [98], Alao et al have been 

analyzed the performance over correlated Nakagami fading channel using PDF based 

approach but the above approach is  mathematically much more complex. In the 

wireless environment, in addition to multipath fading, the quality of signal is also 

affected due to shadowing from various obstacles in propagation path. The Nakagami-

m and Rayleigh-lognormal (Suzuki) are well known composite statistical distribution 

to model the multipath fading and shadowing but these models do not provide the 

close form solution. A generalized K- fading model has been proposed in literature to 
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approximate the Nakagami-m and Rayleigh-lognormal, which provides a close form 

solution [99]. In the past, few contributions dealing with KG and K-distribution with 

diversity combining have been published [99-101]. In [99], the performance analysis 

of diversity combining over generalized-K fading has been analyzed but the closed-

form expression for the bit error rate (BER) is not discussed. In [100], the 

performance of generalized selection combing (GSC) receivers over K-fading is 

presented. In same reference marginal moment generating function (MGF) is derived 

but this marginal MGF is not used to obtain BER for M-array phase shift keying 

(MPSK). In [101], the outage probability performance is evaluated and further MGF 

based approach and Pade approximants method are used for the performance analysis. 

Bithas et al in [102] have provided a closed form expression for the symbol-error-rate 

(SER) and bit-error rate (BER) of various coherent and non-coherent digital 

modulations and the average channel capacity. Conti et al in [103] have analyzed 

effect of diversity on the outage probability over shadowing environment. All the 

above methods evaluate BER expression using either by using probability density 

function (PDF) based approach or by numerical methods, the above approaches are 

much more difficult. Recently, it has been recognized that the moment generating 

function (MGF) is a powerful tools for simplifying the analysis of diversity 

communication systems and to evaluate the performance over various fading 

channels. 

In general, the capacity in fading channel is a complex expression in terms of the 

channel variation in time and/or frequency depending also upon the transmitter and/or 

receiver knowledge of the channel side information. For the various channel side 

information assumptions that have been proposed, several definitions of the channel 

capacity have been provided. These definitions depend on the different employed 

power and rate adaptation policies and the existence, or not, an outage probability 

[22]. Earlier, the capacity has been studied by various researchers for several fading 

environment [104-114]. All above methods are PDF based method for channel 

capacity analysis, results difficult expression and analysis becomes much more 

difficult in case of correlated Nakagami and K-fading channel. In [115], the moment 

generating function (MGF) based approach is proposed for computation of the 

channel capacity only for Cora scheme, by using numerical techniques. In [116], a 
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novel MGF based approach is developed for evaluation of channel capacity various 

rate adaptation and transmit power. In [116] integral is evaluated by using mainly two 

type of numerical technique, both the numerical techniques are lengthy, 

approximation and much more complex. 

 

1.5 ORGANIZATION OF THE THESIS 

This thesis is organized as follows. The Chapter 2 presents a novel method for ICI 

cancellation using IFFT and FFT at the transmitter and FFT and IFFT at the receiver. 

A novel mathematical expression for analysis of BER is derived and compared with 

other reported literature. In Chapter 3, we have discussed about carrier to interference 

ratio (CIR) of OFDM systems.  For improvement CIR, repeated correlative coding 

has been proposed.  An expression for the ICI power of OFDM systems using 

repeated correlative coding as a function of the frequency offset is derived and further 

evaluated the CIR power. The average CIR of proposed method is compared with 

other existing methods. Chapter 4 contains the performance analysis of OFDM 

systems over correlated Nakagami fading channel. A novel formula for BER and SER 

analysis for BPSK and M-QAM OFDM system respectively, using moment 

generating function (MGF) has been derived. In this chapter, effect of correlation and 

effect of diversity combiner (M) on performance of OFDM system has been also 

analyzed. An expression outage probability has been evaluated in the later part of this 

chapter. In Chapter 5, we present the marginal moment generating (MMGF) based 

channel capacity analysis over correlated Nakagami-m fading channel with M-branch 

maximal-ratio combining (MRC). The main contribution of this chapter consists in 

the evaluation the MMGF function and the derived MMGF function is used to 

evaluate a closed-form expression for the channel capacity under optimal rate 

adaptation (ORA), channel capacity with optimal rate adaptation (CORA), channel 

inversion with fixed rate (CIFR) and Truncated CIFR is approach (CTCIFR). The 

derived results are obtained in the terms of well known Meijer G function and other 

special functions. In Chapter 6, we have investigated the MGF based performance 

analysis for various modulation scheme over the generalized-K fading channel with 

M-branch MRC diversity at receiver. The main contribution of this paper consists 

with the evaluation of MGF function and the derived MGF function is used to 
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evaluate closed-form expressions for average bit-error-rate (BER) and average 

symbol-error-rate (SER). The derived results are obtained in the terms of well known 

Hypergeometric function and Meijer’s G function. Chapter 7 explores the MMGF 

based channel capacity analysis over the generalized-K fading channel with M-branch 

MRC diversity at receiver. We have derived a general formula for channel capacity 

under different adaptive transmission schemes. The derived results are compared with 

the other reported literature to support the analysis. Finally, Chapter 8 concludes the 

thesis and recommended the possible future directions. 
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CHAPTER – 2 
 
 

ANALYSIS OF INTER-CARRIER-INTERFERENCE 
REDUCTION METHOD IN OFDM COMMUNICATION 

SYSTEMS 
 
 

2.1 INTRODUCTION 

Orthogonal frequency division multiplexing (OFDM) is a multicarrier modulation 

technique, which is widely used in various communication systems and standards due 

to its high data rate, high spectral efficiency and robustness to the frequency selective 

channels [51-68]. However, it is susceptible to the phase-noise and multicarrier 

frequency offset between the transmitter and receiver’s local oscillator, which causes 

several impairments including disrupting the orthogonality among subcarriers and 

introduces inter-carrier interference (ICI) that would significantly degrade the system 

performance [53-59,117-125]. The ICI is introduced by carrier frequency offset, 

phase noise, and timing offset. The carrier frequency offset is caused by the mismatch 

of frequencies between the oscillators at the transmitter and receiver, or from the 

Doppler spread due to the relative movement between the transmitter and receiver 

[83]. The phase noise arises predominantly due to the imperfections of the local 

oscillator in the transceiver. Essentially, it represents a time-varying drift of the local 

oscillator phase from its reference [53]. The timing offset arises due to the multipath 

delay spread and because of timing offset not only inter-symbol interference (caused 

by the next symbol), but ICI also occur [83]. However, ICI induced by phase noise 

and timing offset can completely compensated or corrected. Since the Doppler spread 

or frequency shift is random, hence we can only mitigate the impact of the ICI 

induced by it [83].  

A simple and most effective method that is called the self-cancellation scheme has 

been proposed by Zhao and Haggman [54], which significantly reduces the ICI with 

little additional computational complexity. This scheme significantly reduces the ICI 

at cost of reducing the transmission rate. Besides its low computational complexity, 

another very important advantage of the self-cancellation scheme is that it can also be 
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useful to mitigate the ICI created by a spread of frequency shifts in the signal such as 

Doppler spread resulting from a time variable channel. The main idea of this scheme 

is to modulate the input data symbol onto a group of subcarriers with predefined 

coefficients such that the generated ICI signals within that group cancel each other, 

hence the name is self-cancellation. In this ICI mitigation technique, the bandwidth 

efficiency becomes half, which is the major drawback of this technique. Ahn et al [51] 

has proposed the frequency domain equalization for ICI cancellation, which is very 

simple process [36]. After demodulation in OFDM receiver, the subcarriers will be 

subjected to different losses and phase shifts but there will be no interaction among 

them. The frequency domain equalization therefore consists solely of separate 

adjustments of subcarrier gain and phase or equivalently of adjusting the individual 

decision regions. For the case where the constellations consist of equal amplitude 

points, as in PSK (phase shift keying), this equalization becomes even simpler in that 

only phase need be corrected for each subcarrier because amplitude has no significant 

effect on decisions. This technique can reduce the ICI caused by multipath fading 

distortion only, which is not the major source of ICI that is the main drawback of this 

technique. The major source of ICI is due to the frequency mismatch between the 

transmitter and receiver and Doppler shift. Again it is only suitable for flat fading 

channels but in mobile communication the channels are frequency selective fading in 

nature because of multipath components and also the most commonly used ICI 

counter measure methods are frequency-domain equalization [51], which uses training 

symbol that is one of the most commonly used methods. However, the use of training 

symbol or redundant subcarriers reduces the bandwidth efficiency. Li et al [52] have 

proposed a time-domain windowing approach for ICI mitigation.  

However, the time domain windowing should be implemented after cyclic 

extension of the frame, so that the windowed frame is not cyclically extended. The 

potential solution to this problem is to extend each frame to 2N points at the receiver 

and implement a 2N FFT. Practically, it requires a 2N IFFT block at the transmitter 

and 2N FFT at the receiver [36]. However, by using the partial FFT techniques, we 

can reduce the computation by calculating only the required frequency bins. It can 

only reduce sensitivity of only time offset, which is not the major source of ICI and 

also reduces bandwidth efficiency. The frequency offset estimation and compensation 
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techniques [56-68], correlative coding [55, 62-65] and the conjugate cancellation 

scheme [61, 19] are others techniques that is used to cancel ICI. Zhao et al [55] have 

proposed the correlative coding between the signals modulated on subsequent 

subcarriers in binary phase-shift keying OFDM but this scheme does not improves 

carrier-to-interference ratio (CIR) significantly. In the conjugate cancellation scheme, 

which is proposed in [61, 69], two sequences are transmitted in each data symbol. 

First sequence is original received sequence and another sequence is conjugate of the 

original sequence. Thus the two sequences are conjugate of each other rather than 

adjacent subcarriers with opposite polarities in order to cancel the ICI. Yeh et al [69] 

have discussed the ICI mitigation technique using conjugate-cancellation but they 

have not provided any mathematical analysis for the calculation of ICI. In [126], the 

upper bound of the bit-error-rate (BER) of the OFDM system is analyzed without ICI 

self-cancellation where as in [127], it is analyzed by using self-cancellation technique 

but this method is less accurate. 

In this chapter, we have presented the BER analysis and improved ICI 

cancellation technique for the OFDM communication system. In the proposed 

technique, at the transmitter, IFFT is performed for first part of the data and FFT for 

the second part of data. At the receiver, FFT is performed for the first part of the data 

and IFFT for the second part of the data. These combined operation forms an ICI 

cancellation scheme for the OFDM communication system.  

2. 2 SYSTEM MODEL 
Figure 2.1 shows a typical discrete-time base band equivalent model of the OFDM 

digital communication systems. The input binary serial data stream is encoded by 

using suitable modulation technique (M-QAM, BPSK, and QPSK) as shown in Figure 

2.1. Further, the symbols are transferred to the serial-to-parallel (S/P) converter and in 

this stage, duration of bits is increased. At the transmitter, the parallel bit stream is 

subjected to IFFT block and second part is subjected to FFT block. The modulated 

symbols are serialized using a parallel-to-serial (P/S) converter. Now, the guard band 

addition is performed because at the receiver, one OFDM symbol is overlapped with 

the other symbol due to the multipath distortion. To eliminate the problem of inter 

symbol interference a guard time inserted between two symbols and duration of the 

guard interval should be greater than the maximum delay spread. In the next block 
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digital signal is converted to analog via the digital-to-analog (D/A) converter before 

send down to the channel. At the receiver side, the guard interval is removed and the 

received symbol is converted from analog-to-digital by using the analog-to-digital 

(A/D) converter. In the next process, the data is transferred to the serial-to-parallel 

(S/P) converter and then data is sent in IFFT and FFT block. After FFT and IFFT 

block data is sent for parallel-to-serial conversion and then for demodulation. The ICI 

cancellation is performed after demodulation by using the diversity combiner. 

 

 
Figure 2.1 The system model for the OFDM digital communication systems. 

 

2.3 PROPOSED ICI CANCELLATION SCHEME 

The input data bits are encoded by using the suitable modulation technique like 

(QPSK or QAM) and the output of this block is Xk . The IFFT output at transmitter is 

[56]: 
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n = 0, 1, 2-----------N-1. 
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where 12 +≥ kN , and k  is the number of subcarriers and N is the period of IFFT. 

The frequency offset arises due to the frequency mismatch of oscillator of the 

transmitter and receiver as discussed in detail in [56]. At the received sequence after 

passing through the channel can be expressed as:  

[ ] nnn
N

nj

n Whxey +∗=
⎟
⎠
⎞⎜

⎝
⎛ επ2

                                                                                   (2.2) 

where nh is channel impulse response, nW  is additive white Gaussian noise (AWGN) 

and ε  is normalized frequency offset. The normalized frequency offset is constant 

over the one IFFT period as discussed in [56, 117-118]. There are two deleterious 

effects caused by frequency offset: 1) is the reduction of signal amplitude in the 

output of the filters matched to each carrier and 2) is introduction of ICI [56]. The 

performance of OFDM communication systems degrade significantly because of ICI. 

After some mathematical manipulation the Equation (2.2), can be expressed as: 
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where kH is the channel transfer function at the frequency of kth subcarrier. Most 

types of the noise present in radio communication systems can be modeled accurately 

by using AWGN. This noise has a uniform spectral density (making it white) and 

Gaussian distribution in amplitude. Thermal and electrical noise from amplification, 

primarily have white Gaussian noise properties allowing them to be modeled 

accurately with AWGN. Also most other noise sources have AWGN properties due to 

transmission being OFDM and its signals have a flat spectral density and Gaussian 

amplitude distribution provided that numbers of carriers are large. The output of DFT 

demodulator can be expressed as:  
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The first component on the right-hand side of Equation (2.4) is the modulation value 

kX  which is modified by the channel transfer function. This component experiences 

an amplitude reduction and phase shift due to the frequency offset. The second term is 

the ICI term, which arises due to the frequency mismatch of the oscillator transmitter 

and receiver. So the ICI can be expressed as: 
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The summation term in Equation (2.5) is the geometric progression of total N terms 

with common factor exp(2π ( l kε+ − )). The expansion of summation factor is as 

below:  
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After addition of the above geometric progression, we get: 
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Bracketed term is taken as P for simplicity and simplified as: 
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 So now Equation (2.5) can be written as: 
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 The sequence )kl(S − is defined as the ICI coefficient between lth and kth sub-

carriers, which can be expressed as: 
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The first term in the right-hand side of Equation (2.4) represent the desired signal. 

Without the frequency error )0( =ε  and )0(S  takes its maximum value 1)0( =S . The 

second term is ICI component. As we know, if ε  becomes larger, the desired part 

)(S 0  decreases and the undesired part )kl(S −  increases. )kl(''S −  is ICI 

coefficient of the self-cancellation technique and given by Equation (10) of [54]. 

)kl(S' −  is the proposed ICI coefficient. Wn is additive white Gaussian noise it is 

assumed to be zero without loss in generality as given in [61]. Considering the FFT of 

same data Xk at the transmitter (2nd part of the data) from Figure 2.1 the data 

duplication is necessary for the ICI cancellation as discussed in [54, 57, 61]. The 

bandwidth efficiency is reduced due to duplication of data but it is comparable with 

the other ICI cancellation techniques as in [54, 61, 69, 125-130]. 
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    k = 0, 1, 2 …………N-1.  

The output of the IDFT demodulator can be expressed as: 
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The first component in the Equation (2.10) is the modulation value kX  is modified by 

channel transfer function. This component experiences an amplitude reduction and 

phase-shift due to the frequency offset. The second term is the ICI term, which arises 

due to frequency mismatch of oscillator transmitter and receiver. So ICI can be 

expressed as:  
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Above summation term is in geometric progression of total N terms of common factor 

are exp ( 2 ( )l kπ ε− − ) and expand summation factor as below: 
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Bracketed term is taken as 'P  and it can be simplified as: 
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W 'n is also the additive white Gaussian noise. It is assumed to be zero without loss in 

generality in above discussion as shown in [61]. The ICI term at the output of the 

receiver is:      
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By substituting the value from Equation (2.6) and (2.12) in Equation (2.13), we get: 
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Now, we have considered following two cases:      

 Case 1: If =− kl even numbers, then  
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 In order to evaluate the statistical properties of ICI after conjugate cancellation, 

assume ''
kE(I ) 0=  and assuming average channel gain 2 2

lE H H⎡ ⎤ =⎢ ⎥⎣ ⎦
 is constant 

and 2 2
lE X X⎡ ⎤ =⎢ ⎥⎣ ⎦

. Now, we will find variance of ICI: 
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Here, l = 1 ……N-1, and N 12 +≥ K , so we can write − 〈 〈K l K . Also  4l  is even 

function, Equation (2.15) can be written as: 
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The variance of ICI is: 

( ) 2195.0sin 2222 ××= επεσ HXICI                                                                     (2.16) 

Case 2: If =− kl odd numbers, then the Equation (2.14) can be written as: 
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Since, l - k ε〉〉   so 2ε can be neglected in compression of 2( )l k− , so the above 

Equation can be expressed as:  
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Now, we find the variance of the ICI as: 
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Here, l = 1 …………N-1 and 12 +≥ KN , so we can write K l K− 〈 〈 . Also 4l  is even 

function the Equation (2.17) can be written as: 
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      ( ) 2195.0sin 2222 ××= επεσ HXICI                                                                 (2.18)                        

The bit-error rate of QPSK modulated OFDM system is given in [131]:               

( )s 0BER 1/ 2 Q E / N= ∗                                                                                         (2.19) 

where )(Q •  is Gaussian Q function and ES is symbol energy. The BER of QPSK 

OFDM system after ICI cancellation as given by: 

   BER { } ( )2 2 2 22 21/ 2*Q X H (sin ) / / (N X H sin .2195)≤ πε πε + πε×ε ×o  
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2 2 2 2
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                 (2.20)    

where Eb is the bit energy. This is an expression for the BER calculation for the 

proposed method. 
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2.4   RESULTS AND DISCUSSION  

For the simulation of the proposed system model as shown in Figure 2.1, we have 

considered the number of subcarrier is N = 64 and guard interval seven for QPSK 

modulation scheme. Figure 2.2 shows the comparison of BER between the self-

cancellation method and proposed improved method for the normalized frequency 

offset 10.=ε  and 0.2. The main concept of self-cancellation scheme is to modulate 

one data symbol onto to the next subcarrier with predefined inversed weighting 

coefficients “-1”. With this concept, the ICI signal generated within a group can be 

self-cancelled each other as discussed in [54]. By using the self-cancellation method 

at frequency offset 0.2, the obtained BER is greater than 10-1 at SNR = 0dB and less 

than10-4 at SNR = 10dB. For the proposed method BER is 10-1 for 0dB SNR and it is 

just less than 10-5at 10dB SNR, but for the normalized frequency offset 0.1 for self-

cancellation method BER at 0dB SNR is greater than 10-1 as well as less than 10-5 at 

10dB SNR whereas for proposed improved cancellation method BER 10-1 at 0dB 

SNR and greater than 10-5 at 10dB SNR. Hence, the proposed improved cancellation 

scheme is better than that of the ICI self-cancellation as discussed in detail in [127].  
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Figure 2.2 Comparison between the proposed improved ICI cancellation schemes with the 

self-cancellation scheme for BPSK OFDM system. 

Figure 2.3 depicts the comparison of BER for higher alphabet size (16-QAM OFDM 

system) at N = 64 for normalized frequency 0.2, which reveals that proposed method 

is better that that of the self-cancellation at higher values of the signal-to-noise ratio.. 
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Figure 2.4 shows the compression of the carrier-to-interference ratio (CIR) among 

several methods like [54], standard OFDM system, and proposed scheme for 

normalized frequency offset 0.5 our proposed result is comparable with [129]. 
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Figure 2.3 Comparison of the BER characteristics of the proposed conjugate ICI cancellation 

schemes with self-cancellation scheme for 16-QAM OFDM system. 

 

 
Figure 2.4 Comparison of the carrier-to-interference ratios (CIR) characteristics with 

normalized frequency offset of the proposed scheme with standard OFDM as well as ICI-self 

cancellation scheme. 
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The ICI power level of the communication system can be evaluated by using the 

carrier-to-interference ratio [56]. The carrier-to-interference ratio of the proposed 

scheme is comparable to that of the conventional OFDM systems at smaller values of 

the normalized frequency offset as shown in the Figure 2.4. There are three types of 

ICI coefficients such as )( klS − for the standard OFDM system, )kl(S' − for ICI 

canceling modulation which is proposed in this chapter and )('' klS − for combined 

ICI canceling modulation and demodulation. This combined ICI canceling modulation 

and demodulation methods is called the ICI self-cancellation scheme. Figure 2.5 

shows comparison of ICI coefficient before and after cancellation of ICI. 

 
Figure 2.5 Comparison of the ICI coefficient before and after cancellation of ICI. 

2.5. CONCLUSION 

In this chapter, we have explored a simple and improved ICI cancellation scheme to 

reduce the frequency offset sensitivity of the OFDM communication systems. The 

proposed scheme employs DFT at the transmitter and IDFT at the receiver. The 

regular OFDM samples, which are generated by the IDFT, are transmitted as the 1st 

block and the DFT output is transmitted as the 2nd block. At the receiver, a result of 

the 1st output generated by the DFT is combined with the 2nd output generated by the 

IDFT. This combined operation forms a parallel inter-carrier-interference cancellation 

scheme for mitigating frequency offset of OFDM communication system. The 

proposed method provides better BER characteristics of the OFDM communication 

system than that reported in [54].  
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CHAPTER – 3 
 
 

REPEATED CORRELATIVE CODING BASED ICI 

CANCELLATION TECHNIQUE 

 

3.1 INTRODCTION 

Future wireless communication systems are expected to offer extremely high data 

rates with appropriate link quality over poor transmission environments. One efficient 

way to achieve this is by using OFDM communication technique because of its 

sufficient robustness to handle the radio channel impairments and its bandwidth 

efficiency due to overlapping orthogonal subcarriers. Despite its benefits, its major 

disadvantage is its sensitivity to frequency offset. The frequency offset results from a 

Doppler shift due to a mobile environment as well as from carrier frequency 

synchronization error. Such a frequency offset causes the loss of carrier’s 

orthogonality, therefore ICI occurs. Currently, several approaches have been 

suggested for ICI cancellation such as frequency-domain equalization [51], time-

domain windowing scheme [52], ICI self-cancellation [54], conjugate cancellation 

scheme [61, 69], and correlative coding [55]. The most commonly used ICI counter 

measure methods are frequency-domain equalization [51], which uses training signal. 

Another most commonly used method is time-domain windowing [52], which uses 

redundant subcarrier. However, the use of training symbol or redundant subcarriers 

reduces the bandwidth efficiency. The self-cancellation scheme proposed in [54] 

requires to modulate one data symbol on to the next subcarrier with predefined 

inversed weighting coefficients “-1”. This concept of predefined weighting 

coefficients makes the ICI component in the received signal to cancel among them 

and bandwidth efficiency for this technique becomes half. The scheme proposed in 

[61, 69] requires data to be sent on two paths. The first path employs a regular OFDM 

algorithm and the second path uses the conjugate transmission of the first path. Due to 

the duplication, the bandwidth efficiency becomes half for conjugate cancellation 
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scheme is also. Most of the techniques discussed in [51, 52, 54, 61, 69, 130] for ICI 

cancellation, are bandwidth inefficient, but correlative coding based ICI cancellation 

technique [55] is bandwidth efficient. However, the main problem of this technique is 

its very low value of carrier-to-interference ratio, which is important parameter for the 

performance analysis of OFDM communication system.  

In this Chapter, we have discussed about one of the important issues of OFDM 

system that is carrier-to-interference ratio. For improvement of the carrier-to-

interference ratio, we have proposed repeated correlative coding scheme in this 

chapter. An expression for the ICI power of OFDM systems using repeated 

correlative coding as a function of the frequency offset is derived and further, 

evaluated the carrier-to-interference ratio power. The average carrier-to-interference 

ratio power is used as the ICI level indicators and theoretical carrier-to-interference 

ratio expression is derived for the proposed scheme. The carrier-to-interference ratio 

performance of the proposed system is compared with that of ICI self-cancellation 

scheme [54], correlative coding scheme [55], and standard OFDM system. The BER 

of the proposed scheme is also compared with the ICI self-cancellation scheme [54] 

and correlative coding scheme [55], which shows that the CIR obtained by using 

repeated correlative coding scheme is significantly enhanced.  

 

3.2 REPEATED CORRELATIVE CODING SCHEME FOR MITIGATION OF ICI IN 
OFDM SYSTEM 

3.2.1 SYSTEM MODEL 

Figure 3.1 shows a simplified block diagram of the binary phase-shift keying (BPSK) 

OFDM system using repeated correlative coding scheme. The binary signal sequence 

after BPSK modulation is expressed as mk, where k is subcarriers index. mk can take 

values of 1±  that fulfill the zero mean and independence condition. The symbols on 

two adjacent subcarriers have an 1800 phase difference between them such that 

01 mm −= , 23 mm −=  ,- -- - - , 21 −− −= NN mm  [54]. The correlative coding is performed 

using F (D) = (1-D) [55], where D denotes the unit delay, which generates new 

sequence.        

1k k k
g m m

−
= −                                                                                          (3.1) 
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Then the coded symbols
k

g , k ∈ [0, N/2-1] are modulated on N/2 subcarriers. The 

Equation (3.1) introduces correlation between the adjacent symbols (gk, gk-1), which 

implies that the independence condition is no longer maintained. The error 

propagation in decoding procedure can be avoided by using pre-coding technique 

[130]. The standard OFDM system can be achieved by removing the repeated code, 

correlative code and decoding blocks from the Figure 3.1. 

 
Figure 3.1 Block diagram of the repeated correlative coding OFDM communication system. 

3.2.2 ICI MECHANISM 

In the OFDM communication system, the received signal on subcarrier k is written as 

[54]: 
1

0
0 ,

N
k k l l k

l l k
Y m S m S n

−

= ≠
= + +∑                                                                          (3.2)  

k = 0, 1,………………., N-1                                                                                                                

where N is the total number of subcarriers and nk  is an additive white Gaussian noise. 

The first term in the right hand side of Equation (3.2) represents the desired signal and 

second term is the ICI components. The sequence Sk is defined as the ICI coefficient 

between lth and kth subcarriers, which can be expressed as [56]: 

s i n ( ) 1e x p ( (1 ) ( ) )
s i n ( )

k
kS j k

NN k
N

π ε π ε
π ε

+
= − +

+
                                              (3.3) 

The variable ε is normalized frequency offset (ratio of the actual frequency offset to 

inter carrier spacing). The desired signal power on the kth subcarrier can be 

represented as: 
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It is assumed that the transmitted data have zero-mean and statistically independent, 

therefore, the expression for carrier-to-interference ratio for BPSK OFDM system 

without self-cancellation for subcarriers  10 −≤≤ Nk  can be derived as [54]: 

2
0

1 2

1

| |

| |
N

l
l

SC I R
S

−

=

=
∑

                                                                                       (3.4)  

3.2.3 CIR IMPROVEMENT BY USING REPEATED CORRELATIVE CODING 

The average carrier-to-interference ratio (CIR) power is used as the ICI level indicator 

[57]. The CIR is defined as the desired received signal power on the kth subcarrier 

divided by ICI power to other subcarriers. The impact of ICI power on OFDM system 

can be evaluated by computing the CIR. The received signal at the receiver can be 

expressed as given by Equation (3.2). 

1+−= kkk YYr                                  

 k = 0, 1….N-1            

For the proposed OFDM system with repeated correlative coding, if the channel 

frequency offset normalized to the subcarrier separation is denoted by ε , then the 

received signal on subcarrier k can be expressed as given in [66]: 

/ 2 1
0 1 1 2 2 1 2 1 2 2 1

0
(2 ) (2 ) ( )

N
k k l l l l k k

l
l k

r S S S g S S S g n n
−

− − + +
=
≠

= − − + − − + −∑  

The first term of the received signal is desired signal and the second term is the 

undesired ICI signal. In the following derivations, without loss of the generality an 

additive white Gaussian noise is assumed to be zero. The received signal rk can be 

written as:               
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k k kr C I= +                                                                                                 (3.5)                        

where 

0 1 1( 2 )k kC S S S g−= − −                                                                 (3.6)      

and                                                                                

∑ −−=
−

≠
=

+−
12

0
121222

/N

kl
l

llllk g)SSS(I                                                                (3.7) 

Since the E[mk] = 0 for BPSK signals, which implies that the E[gk] = 0 from Equation 

(3.1) which leads to E[ck] = 0 and E[Ik] = 0. Since mk fulfils the independence 

condition, so we have: 

2
1

[( ) ],[ ]
0

k
k k

E m k lE m m
k l

−
⎧ =⎪= ⎨
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                                                             (3.8) 

Therefore, we have 

2 2 2
1(( ) ) (( ) ) 2 (( ) )k k k kE g E m m E m−= − =                                     (3.9) 

The average carrier power )|(| 2
kCE  can be derived as:  

( )2 2 2
0 1 1| | 2 ( | 2 | ) ( ( ) )k kE C S S S E m−= − −                                     (3.10)                         

and the average ICI power )|I(|E k
2 can be calculated as: 

2/ 2 12
2 2 1 2 1

0,
(| | ) (2 )

N
k l l l l

l l k
E I E S S S g

−
− +

= ≠

⎛ ⎞
⎜ ⎟= − −∑⎜ ⎟
⎝ ⎠

 

                      
/2 1 /2 1 * * *

2 2 1 2 1 2 2 1 2 1
0 0

(2 )(2 ) [ ]
N N

l l l p p p l p
l p
l k p k

S S S S S S E g g
− −

− + − +
= =
≠ ≠

= − − − −∑ ∑      (3.11)                         

Taking the correlation between kg and 1±kg  into account as given in [55]:          
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By using Equation (3.11) and (3.12), we get:  
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Thus, the average CIR of the proposed repeated correlative coded OFDM system is 

obtained by using Equation (3.10) and (3.13).  
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    (3.14)    

                                      

3.3 RESULTS AND DISCUSSION 
 
In order to minimize the ICI in the OFDM system, a novel repeated correlative coding 

method is proposed. The normalized frequency offset is introduced in order to analyze 

the performance of the system where subcarrier frequency offset is used to measure 

the IC1 in the system. The CIR power levels versus normalized frequency offset is 

computed by using Equation (3.4) and (3.14), for the ICI self-cancellation method 

[54] and proposed repeated correlative coding method are plotted for range of 

normalized frequency offset ( )5.00 << ε . This  simulation has been performed for 

BPSK OFDM system by using repeated correlative coding  for normalized frequency 

offset, where N =  64 and guard band is 7.  Figure 3.2 shows the CIR as a function of 

the normalized frequency offset. The CIR values for BPSK OFDM system at 10.=ε  

for proposed repeated correlative coding is 35.7 dB, for ICI self cancellation scheme 
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is 35.2 dB, for correlative coding is 18.7 dB and for normal OFDM) system is 14.7 

dB. For comparison, the CIR of the conventional scheme and proposed scheme is 

shown in Figure 3.2. Comparing with conventional scheme, the proposed scheme 

improves the CIR power remarkably. Although, the new 500 .<ε<  scheme is not in 

the range of ICI-self cancellation scheme because the number of ICI component 

reduces a half by using repeated symbols for adjacent subcarriers in frequency 

domain. Thus, it reveals that the new scheme is able to reduce ICI due to frequency 

offset and improve the performance of OFDM communication system.  

 

 
Figure 3.2 The CIR characteristics of of the BPSK OFDM communication system with the 

normalized frequency offset. 

 

The Equation (3.4) suggests that the CIR is a function of total number of subcarriers 

and frequency offset normalized by the subcarrier separation. However, the CIR 

power varies very small as a function of total number of subcarriers. Therefore, the 

CIR of the OFDM systems depends on the normalized frequency offset ε  
approximately. Thus, it is not easy to reduce the ICI unless the normalized frequency 

offset ε  value is decreased [54]. For a certain channel frequency offset, smaller ε  
values can be obtained by increasing the subcarriers separation. Thus, the bandwidth 

efficiency will be reduced and, therefore the guard interval will take a relatively larger 

portion of the useful signal. The spectral efficiency of the proposed method should be 
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taken into account when comparing bit-error-rate performance with the correlative 

coding scheme. Figure 3.3 shows the bit-error-rate comparison between the proposed 

repeated correlative coding scheme, ICI self-cancellation scheme [54], and correlative 

coding scheme [55]. With the ICI self-cancellation scheme, only the half subcarriers 

could be used to carry information symbols and the frequency spectral efficiency of 

the system will decrease to half. The bit-error-rate comparison of the proposed 

scheme with the ICI self-cancellation scheme for different normalized frequency 

offset ( =ε  0.05, 0.1 and 0.15) at SNR = 6 dB is given in table 1. Here, the bit-error-

rate of the proposed scheme is approximately same with that of the ICI self-

cancellation scheme [54], but far better than correlative coding scheme in [55].  

 

 
Figure 3.3 BER comparisons for 05.0=ε  of proposed BPSK OFDM system with ICI-self-

cancellation method and correlative coding scheme. 

 

Table 3.1 Comparison of bit-error-rate for various normalized frequency offset with different 

ICI cancellation scheme. 

ICI Cancellation Scheme  BER for 050.=ε  BER for 1.0=ε  BER for 15.0=ε  

ICI self-cancellation  0.0059 0.0056 0.0055 

Correlative coding  0.0597 0.0686 0.0836 

Repeated correlative coding  0.0066 0.0079 0.0107 
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3.4 CONCLUSION 

In this chapter, a novel solution for the ICI problem for OFDM communication 

systems is presented. The use of repeated correlative coding in BPSK OFDM system 

has been analyzed and compared with ICI self-cancellation scheme [54], correlative 

coding [55], and normal (un-coded) OFDM system. The proposed scheme enhances 

the CIR power with 0.45dB by ICI self-cancellation scheme, 16dB by correlative 

coding scheme, 20dB by normal OFDM system at frequency offset ( 1.0=ε ) without 

increasing system complexity, respectively. For 05.0=ε , the BER for both the 

repeated correlative coding and ICI self-cancellation scheme [54] is comparable. For 

10.=ε , there is a slight increase in the BER for the proposed scheme. This increment 

widens more for 150.=ε . However, in all the cases, the bit-error-rate of the proposed 

scheme is comparable to that of the ICI self-cancellation scheme and is much 

improved from correlative coding scheme [55]. All the theoretical analysis and 

simulation results prove that the ICI caused by multicarrier frequency offset can be 

cancelled efficiently by proposed repeated correlative coding scheme for the OFDM 

communication system. 
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CHAPTER – 4 

ERROR-RATE ANALYSIS OF OFDM FOR CORRELATED 

NAKAGAMI-M FADING CHANNEL BY USING MAXIMAL-

RATIO COMBINING DIVERSITY 

4.1 INTRODUCTION 

OFDM is considered as an effective approach for the high-speed wireless multimedia 

communication systems due to its robustness against the multipath delay spread, 

feasibility in hardware implementation, flexibility in subcarrier allocation and 

adaptability in the subcarrier modulation [123,130]. The basic principle of OFDM 

communication system is to split the high-rate data stream into the number of lower-

rate data streams, which are transmitted simultaneously over a number of subcarriers. 

Unfortunately, the integrity of digital communication in various mobile applications is 

subject to detrimental effects of multipath fading as an intrinsic characteristic of most 

wireless channels. Diversity combining is an effective technique for improving the 

performance of radio communication system in the multipath propagation 

environment. Therefore, the performance of diversity schemes has recently received 

considerable research efforts [85-97, 132-147]. The widely used signal processing 

techniques in diversity systems are the maximal ratio combining (MRC), equal gain 

combining (EGC) and selection combining (SC). The MRC diversity is always 

performing better than either SC or EGC because of its optimum combiner. 

Moreover, all the branches are weighted by their respective instantaneous signal-

to-noise ratios (SNRs) and then co-phased prior to summing in order to insure that all 

the branches are added in phase for maximum diversity gain. The summed signals are 

then used as the received signal and connected to the demodulator. The information 

on all channels is used with this technique to get a more reliable received signal. The 

study of maximal ratio combining diversity first addressed the case of dual diversity 

combining with correlated branches and Nakagami-m distributed SNR [133, 134]. 

The higher diversity orders with independent branches have been discussed in [95, 

96]. Aalo et al [98] have been presented the error performance of multi-branch 

diversity with a special covariance matrix for the diversity branches for pre-detection 

MRC diversity. The first work on pre-detection MRC diversity with generally 
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correlated and unbalanced branches was presented by Lombardo et al. [135]. They 

used a closed-form expression of the multivariate gamma moment generating function 

(MGF) to derive the average error probability for pre-detection differentially coherent 

phase shift keying and non-coherent frequency shift keying. 

Recently, the effect of correlated fading on the performance of a diversity 

combining receiver has received a great deal of research interest. In [136, 137], the 

Rayleigh distribution to model the fading statistics of the channel has been discussed 

in detail. However, there has been a continued interest in modeling various 

propagation channels with the Nakagami-m distribution [84], which includes 

Rayleigh as a special case with unit-fading parameters. It is also a very good 

approximation for Rice distribution when fading parameter is greater than unity [93]. 

In the literature, early studies on the performance of a maximal-ratio combiner in the 

correlated Nakagami fading environment concentrated either on dual-branch diversity 

[134] or on arbitrary diversity order with simple correlation models. The closed-form 

expressions for the error probability in Nakagami fading channels with a general 

branch correlations is discussed in [134], taking into account the average branch 

signal-to-noise ratio imbalance. Though the results are general for any diversity order 

and arbitrary branch correlation model, the effect of antenna spacing and the 

operating environment on BER performance cannot be evaluated by [134], due to the 

lack of general expression of the spatial cross-correlation coefficient. Currently, it has 

been recognized that the moment generating function (MGF) is a powerful tools for 

simplifying the analysis of diversity communication systems, which leads to simple 

expression to average BER and SER for wide variety of digital signal schemes on 

fading channels, including multichannel reception with correlated diversity [138]. The 

performance analysis of switch and stay combining diversity receivers operating over 

correlated Ricean fading satellite channels has been discussed in [138], where the 

performance is evaluated based on a bunch of novel analytical formulae for the outage 

probability, average symbol-error-probability, channel capacity, the amount of fading, 

and the average output SNR obtained in infinite series form. The similar performance 

analysis of the switched diversity receivers operating over the correlated Weibull 

fading channels in terms of outage probability, average symbol-error probability, 

moments, and MGF can be found in [139]. Bandjur et al [96] have studied the 
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performance of a dual-branch switch and stay combining diversity receiver with the 

switching decision based on signal-to-interference ratio operating over correlated 

Ricean fading channels in the presence of correlated Nakagami-m distributed co-

channel interference. Earlier work presented in [140-143] has assumed that the 

frequency domain channel response samples are also the Nakagami-m distributed with 

the same fading parameters as the time domain channel. Kang et al [144] have shown 

that the magnitude of the frequency responses is well approximated by the Nakagami-

m random variables with new parameters by considering only dual diversity at the 

receiver. Rui et al [97] have considered the diversity at transmitter and receiver both 

without correlation between them but when antennas are closely spaced then signal 

are correlated. Du et al [145,146] have analyzed the performance of OFDM system 

over frequency selective channel but they have not discussed the effect of correlation 

on the performance of OFDM system. 

In this chapter, we have presented a novel method for the BER, SER and outage 

probability analysis of the correlated Nakagami-m fading channel by using MRC 

diversity. We consider the MRC diversity (M ≥ 2) at the receiver and analyzed the 

OFDM performance for various modulation schemes. The performance of the 

communication system is much better than [144] and for M = 2 proposed result is 

similar with that of [144]. 

4.2 ANALYSIS 

In this Section, we briefly summarize the OFDM transceiver and channel model for 

the wireless communication systems. A simplified schematic of the proposed OFDM 

transceiver is shown in Figure 1.4 [123]. 

 4.2.1 BER ANALYSIS  

Let Si(k) is the kth OFDM data block, which has to be transmitted with N subcarriers. 

The incoming serial bits are converted into parallel streams by using the serial-to-

parallel converter block. There after these parallel streams are subjected to the inverse 

fast Fourier transform (IFFT) as shown in Figure 1.4. The IFFT block is used to 

modulate the input signal and after modulation, the signal can be represented as: 
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                                                                                        (4.1)                         

n = 0, 1, 2…………N-1 
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The cyclic prefix is inserted after the IFFT modulation, which will be removed before 

demodulation at the OFDM receiver. The resultant signal is up converted to RF before 

transmission and the receiver end it is down converted. The received signal after 

removal of the cyclic prefix is demodulated by using the FFT. The output of FFT is 

represented as: 
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                                                          (4.2)                         

  k = 0, 1 …N-1                          

where ri(n) is received signal at the receiver. kW  is an additive complex Gaussian 

noise with zero mean and Hi(k) is frequency domain channel impulse response 

expressed as: 
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In the Equation (4.3), the )(nhi  is the Nakagami-m distributed random variable and  

( ) ( )( )TNNnjNnje )1(2exp,,2exp,1 −−−−−−−= ππ  

where T is the transpose of matrix. We consider that the average power signal as well 

as fading parameters in each M channels of a maximal ratio combiner system is 

identical. The assumption of identical power is reasonable if the diversity channels are 

closely spaced and the gain of each channel is such that all noise power is equal [147]. 

The signal to noise ratio at the output of maximal ratio combining diversity is given 

by [148]: 
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                                                                      (4.4)                        

where Es is the symbol energy and 2σ is the variance of zero mean complex mean 

Gaussian noise. When receiving antennas are closely spaced then receiving signal are 

also correlated then SNR of received signal γ1, γ2 …. γM cannot be considered as 

independent random variable. The correlation coefficient between two receiving 

antenna are (by assuming equal correlation between antennasρ ) as given in [144]. 
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The probability density function of tγ  is given as [98]. 
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where m is fading parameter as defined in [144-146]. If 21 /m ≥ , represent severity. 

The smaller value of the m represent more fading in the channel and ( )•11 F  confluent 

hyper geometric function as discussed in [149]. On the other hand, recent advances on 

performance analysis of digital communication systems in fading channel has 

recognized the potential importance of the moment generating function (MGF) as a 

powerful tool for simplifying the analysis of diversity communication systems. This 

has led to simple expressions to average bit-error-rate and symbol-error-rate for 

variety of digital signaling schemes on fading channels, including multichannel 

reception with correlated diversity. The MGF is one of most important characteristics 

of any distribution function because it helps in the BER performance evaluation of the 

wireless communication systems. The MGF is defined as [150, 151]:    

0
( ) exp( ) ( )ts s P dγψ γ γ γ

∞
= −∫

                                                             (4.6)          

The MGF given in Equation (4.6) is a versatile closed form measure, which can be 

used for the performance evaluation of various modulation schemes. It is also usable 

for both pre-detection and post-detection combining with varying ease of use. By 

substituting Equation (4.5) in (4.6) and by using the Equation [7.621.5] from [149], 

the MGF of Equation (4.5) is as follows. 
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If two independent diversity combiners are considered at receiver (M = 2), then 
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The Equation (4.8) is similar with Equation (9) of [144]. The conditional probability 

error function for coherent binary phase-shift keying (BPSK) and for coherent 

orthogonal binary frequency-shift keying (BFSK) is given by [151]: 

( )tte gQP γγ 2)( =                                                                                                        (4.9)                 

where g =1/2 for BFSK and g =1 for BPSK and g = 0.715 for coherent BFSK with 

minimum correlation [150, 151], )(•Q  is Gaussian Q function defined by: 

( ) ( )∫
∞
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x

dttxQ 2/exp21)( 2π
.                                                                                   (4.10) 

The average bit error rate can be expressed as [151]: 
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                                                            (4.11)   

By putting the value of )( teP γ  from Equation (4.9) to (4.11), we get: 
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0
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Another form to represent the Gaussian Q function is:  
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By putting the value Q(x) in Equation (4.11), we get: 
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From Equation (4.15) and (4.7), we get: 
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By putting t = cos2 (θ) and after some mathematical manipulation, Equation (4.16) 

can be expressed as: 

dtt)t(

m
g)(

t

m
g)M(

t)g(P
mM

)M(m

t

m

t
b 2

11

0
2
1

1

1
1

1
1

1
1

1
2

−−

−−−

∫ −

⎟⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜

⎝

⎛

⎟
⎠

⎞
⎜
⎝

⎛ −
+

−

⎟⎟
⎟
⎟
⎟

⎠

⎞

⎜⎜
⎜
⎜
⎜

⎝

⎛

⎟
⎠

⎞
⎜
⎝

⎛ +−
+

−
−

=
ργρργπ

ψ

                                                                                                                                (4.17) 

 From [149], the Equation (4.17) can be expressed as:  
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where ( )•1F  Appell hyper geometric function as given in [152],  
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tγ = Signal to noise ratio and  =•Γ )(  is the Gamma function as given [149]. The total 

average BER of multiple received antenna OFDM system can be expressed as: 

 N
betotal )P(P −−= 11                                                                                               (4.19) 

4.2.2 SER ANALYSIS  

The average SER for coherent square M-QAM signals is given by [151]:                       
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where P/q 11−= , ))P(/(g 123 −= and constellation size is given by ν2=P  with ν  

is even number. The integral I1 and I2 are solved separately, by putting θ2sin/gs −=  

in Equation (4.7). The Integrals I1 and I2 can be written as:  



51 
 

θ
θ

ψ
π

π

d
sin

gI ∫ ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=

2

0 21
1                                                                                           (4.21) 

and 

θ
θ

ψ
π

π

d
sin

gI ∫ ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−=

4

0 22
1                                                                                           (4.22) 

After some mathematical manipulation by using [149], the Equation (4.21) can be 

expressed as:  

⎟
⎠
⎞

⎜
⎝
⎛

++
+−

+Γ
+ΓΓ−

=
B

,
A

,Mm),M(m,m,F
)Mm(

)/Mm()/()g(I
1

1
1

111
2
1

1
2121

2 11 π
ψ               (4.23) 

( ) ( ) ⎟
⎠
⎞

⎜
⎝
⎛ −−+−+= +−−−−

B
,

A
,Mm),M(m,m,/mMFBAI )/Mm()M(mm

2
1

2
1112121

1
211

2 π
      (4.24) 

  By putting I1 and I2 in the Equation (4.20), then the resultant average SER is: 
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The total average SER of multiple received antenna OFDM system can be expressed 

as: 

N
QAMetotalQAM )P(P −−= 11                                                                                  (4.26) 

Depending on the particular application, the error probability can be bit-error rate or 

symbol error rate and if is consistent with the conditional error probability. 

4.2.3 OUTAGE PROBABILITY   

The outage probability is an important performance parameter that measures the 

probability that the instantaneous SNR falls below a specified threshold. In a fading 

radio channel, it is likely that a transmitted signal will be suffer deep fade that can 

lead a complete loss of the signal or outage of the signal. Outage probability is 

another standard performance criterion of the communication systems operating over 

fading channels. It is measure of the quality of the transmission in a mobile radio 

channel and defined as the probability that the instantaneous error rate exceeds a 
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specified value or equivalently that the (instantaneous) combined signal-to-noise ratio 

(SNR) falls below a certain specified threshold, 0γ [22]. Hence, the outage probability, 

∫= 0
0 )(γ

γ γγ ttout dPP                                                                       (4.27) 

By using Equation (4.5), we can evaluate the equation (4.27) as follows: 
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By expanding 1F1(.) from the [149] and after some mathematical manipulation, the 

Equation (4.27) can be expressed as:        
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By expressing ( ) ⎟⎟
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Equation (4.30) can be expressed as: 
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By putting 3I  in the Equation (4.29), the outage probability ( outP ) can be expressed 

as:                                                                  
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The expressions involve the Meijer G-function, which, although easy to evaluate by 

using the modern mathematical packages such as Mathematica and Maple. 

 

4.3 RESULTS AND DISCUSSION 
In general, it is well known that the performance of any communication system in 

terms of the bit-error-rate, symbol-error-rate, and signal outage probability is 

depending on the statistics of the signal-to-noise ratio (SNR). The bit-error-rate is an 

important property for all the digital communication systems, which provides a base 

line for the amount of information transferred and the design depends heavily on type 

of channel and type of modulation.  
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Figure 4.1 The average BER performance of the BPSK OFDM system over correlated 

Nakagami-m fading for various values of the fading parameter. 

The bit-error-rate computations depend fundamentally on the signal-to-noise ratio at 

the receiver. In this chapter, the bit-error-rate performance of the OFDM with 

received diversity over correlated Nakagami-m fading channel is analyzed and 

simulated. When the antennas are closely spaced, the received signals are correlated. 

Figure 4.1 depicts the total average bit-error-rate characteristics with average signal-

to-noise ratio for various values of the arbitrary fading parameter. 
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Figure 4.2 The average BER performance of the BPSK OFDM system over correlated 

Nakagami-m fading for different values of the channel length.  

 

As the value of fading parameter increases, the bit-error-rate performance of the 

BPSK OFDM system is improved for a given value of the SNR. The bit-error-rate 

performance of the system also improves with the increase of SNR after a certain 

value and this improvement is much better with the increase of the fading parameters. 

Figure 4.2 shows the effect of channel length [145-146] on the average BER 

performance, which is improved with the increase of the channel length for a given 

value of SNR and other system parameters but it is not much effective in comparison 

with the fading parameter. Figure 4.3 depicts the effect of diversity of receiver on the 

average bit-error-rate performance of the OFDM system. As the diversity receiver is 

increased, the average bit-error-rate performance of the OFDM system is improved 

significantly. Figure 4.4 shows the effect of correlation coefficients on the bit-error-

rate performance of OFDM system, as correlation coefficient increases bit-error-rate 

performance of OFDM system decreases. Figure 4.5 shows the compression of the 

average bit-error-rate performance of the proposed OFDM system with Kang et al 

[144]. The moment generating function as given by the Equation (4.6) at the value of 

diversity receiver (M = 2) is same as that of the Kang et al [144].  
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Figure 4.3 The average BER performance of the BPSK OFDM system over correlated 

Nakagami-m fading for various values of the diversity receivers. 

 

Thus, Equation (4.7) is a general expression for the moment generating function 

whereas the Kang et al [144] moment generating function is valid only for M = 2. As 

the value of receiver diversity is increases the average bit-error-rate performance of 

proposed method is improved significantly. Figure 4.6 shows the symbol-error-rate 

(SER) probability of MRC over the correlated Nakagami fading channel with 4-QAM 

modulation for different correlation parameter. At ρ  = 1 SER approaches 10-1 for 

20dB SNR and ρ  = 0 SER approaches 10-3 for 20 dB SNR. As correlation increases 

SER performance of system is decreased. Figure 4.7 shows SER probability of MRC 

over the correlated Nakagami fading channel with 4-QAM modulation for different 

number combined M, the Nakagami fading parameter for m = 4 and correlation 

coefficient ρ = 0.5 for analysis. SER performance is improved as no diversity path is 

increased. Figure 4.8 shows the outage probability and average SNR plot for M = 4 

and M = 6 at 0γ = 10 dB. From figure it is clear that as M increases, outage 

probability improves significantly. Figure 4.9 and Figure 4.10 show the effect of 

correlation coefficient and the Nakagami fading parameter, on the outage probability 

for various values of the diversity. 
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Figure 4.4 The average BER performance of the BPSK OFDM system over correlated 

Nakagami-m fading for the various values of correlation coefficients. 

 

 
Figure 4.5 The BER compression of the proposed BPSK OFDM system with Kang et.al 

[144] scheme. 
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Figure 4.6 The SER of MRC over correlated Nakagami-m fading for 4-QAM OFDM system 

with several correlation coefficients. 

 

 
Figure 4.7 The SER of MRC over correlated Nakagami-m fading for 4-QAM OFDM system 

for the various combined paths. 

Form Figure 4.9 and Figure 4.10, it is clear that as the correlation coefficient 

increases, the outage probability decreases and it improves as fading parameter 

increases. In general, low correlation the infinite series converges quickly, and the 

truncation error is small.  
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Figure 4.8 The outage probability versus average SNR for the several values of correlation 

coefficients. 

 
Figure 4.9 The outage probability versus correlation coefficient for the various values of 

diversity.  

The Nakagami fading parameters fading parameter determines the severity of 

fading channels. Two special values of m are of particular interest. In the case of m = 

1, the sum of independent zero-mean complex Gaussian random variables provide a 

zero-mean complex Gaussian random variables with its envelop following a Rayleigh 
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distribution exactly and thus the Nakagami-m fading specializes to the Reyleigh 

fading. In the limiting case, when m = 0, the Nakagami-m fading channel approaches 

a static channel. 

 
Figure 4.10 Characteristics of the outage probability versus Nakagami-m fading parameter 

for the diversity at the receiver is M = 3 and M = 5. 

4.4 CONCLUSION 

In this Chapter, we have investigated the MGF based approach for the average bit-

error-rate, symbol-error-rate and outage probability performance analysis of the 

OFDM communication system over the correlated Nakagami-m fading channel by 

using the maximal ratio combining diversity at the receiver. In this proposed method, 

a closed-form mathematical expression for the average BER for BPSK and SER for 

M-QAM is derived. In this analysis, we have considered the diversity path (M ≥ 2) 

greater than two at the receiver hence the average BER performance of the OFDM 

system is improved significantly. Moreover, we have also derived a mathematical 

expression for the outage probability. The proposed mathematical analysis is used to 

study various novel performance evaluation results with parameters of interest such as 

fading severity and correlation coefficients, which is very significant for the design 

consideration of the OFDM communication systems.  
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CHAPTER – 5 

 

A MARGINAL MGF BASED ANALYSIS OF CHANNEL 
CAPACITY OVER CORRELATED NAKAGAMI-M FADING 

WITH MAXIMAL-RATIO COMBINING DIVERSITY  
 

5.1 INTRDUCTION 

Recently, OFDM is considered as an effective approach for the high-speed wireless 

multimedia communication systems due to its robustness against the multipath delay 

spread, feasibility in hardware implementation, flexibility in subcarrier allocation and 

adaptability in the subcarrier modulation [2]. Unfortunately, the integrity of digital 

communication in various mobile applications is subject to detrimental effects of 

multipath fading as an intrinsic characteristic of the most wireless channels. The 

growing demand for wireless communication makes it important to determine the 

capacity limits of the underlying channels for the communication systems. In 1948, 

Shannon has provided a mathematical theory of communication underlying channel 

capacity. He defined that channel capacity is the maximum data rates that can be 

transmitted over wireless channels with small error probability, assuming no 

constraints on delay or complexity of the encoder and decoder. In the wireless 

communication systems, fading is an important phenomenon, as discussed in previous 

chapter. In this chapter, we have discussed the effect of multipath fading on the 

channel capacity. 

 

 
Figure 5.1 System model for flat fading channel. 

The system model for the flat fading is shown in Figure 5.1, where d is an input 

signal that is sent from transmitter to receiver, d̂ is an estimated signal of transmitted 
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signal d. If the transmitted message is coded into code word c and transmitted over 

time varying channel as c[i] at any time i. The channel gain g[i] is also called as 

channel side information (CSI), which changes during transmission of code word 

[30]. The channel capacity of any channel depends on that is known about g[i] at the 

transmitter and receiver [30]. On the basis of channel knowledge, three different 

scenarios are discussed below. 

1. Channel distribution information (CDI): The distribution of g[i] is known to 

the transmitter and receiver. 

2. Receiver CSI: The value of g[i] is known to the receiver at time i, and both the      

transmitter and receiver know the distribution of g[i]. 

3. Transmitter and receiver CSI: The value of g[i] is known to the transmitter and 

receiver. 

In this Chapter mainly, three type of the channel capacity is discussed on the basis of   

channel side information at the transmitter and receiver. In general, the channel 

capacity in fading channel is a complex expression in terms of the channel variation in 

time and/or frequency depending also upon the transmitter and/or receiver knowledge 

of the channel side information. For the various channel side information assumptions 

that have been proposed, several definitions of the channel capacity have been 

provided. These definitions depend on the different employed power and rate 

adaptation policies and the existence, or not, an outage probability [22]. Earlier, the 

capacity has been studied by various researchers for several fading environment [104-

116,153]. Goldsmith and Varaiya [104] have examined the channel capacity of the 

Rayleigh fading channels under different adaptive transmission techniques. Lee [105] 

has derived an expression for the channel capacity of a Rayleigh fading channel. 

Gunther [106] has extended the results presented in [105] by deriving the channel 

capacity of Rayleigh fading channels under diversity scheme. In [107], Alouini and 

Goldsmith have derived the channel capacity of Rayleigh fading channels under 

different diversity schemes and different rate adaptation and transmit power schemes. 

Other fading channels like Nakagami, Weibull, Rician, and Hoyt fading channels 

were studied in [108-109]. Khatalin and Fonseka [110] have been discussed the 

channel capacity for correlated Nakagami-m fading channel by using the dual 

diversity. In [111], the characteristics function (CF) is developed for computing the 
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ergodic channel capacity. In [153], the channel capacity under different diversity 

schemes and different rate adaptation and transmit power schemes for the correlated 

Rayleigh have been derived. In [112-115], the moment generating function based 

(MGF) approach is proposed for computation of channel capacity only for Cora 

scheme, by using the numerical techniques. In [116] a novel MGF based approach is 

developed for evaluation of channel capacity various rate adaptation and transmit 

power. In [116] the integral is evaluated by using mainly two type of numerical 

technique and both the numerical techniques are lengthy and much more complex. In 

[154] the channel capacity limit for fading channel is discussed. 

    In this Chapter, we have presented a marginal moment generating (MMGF) based 

channel capacity analysis over correlated Nakagami-m fading channel with M-branch 

maximal-ratio combining (MRC) diversity. This chapter consists of the evaluation the 

MMGF function and the derived MMGF function is used to evaluate a closed-form 

expression for the channel capacity under optimal rate adaptation ( )ORAC , channel 

capacity with optimal simultaneous power and rate adaptation (COPRA), channel 

inversion with fixed rate ( )CIFRC and truncated CIFR is approach (CTCIFR). The results 

obtained for these channel capacities are discussed in the terms of well known Meijer 

G function and other special functions, which can be easily implemented by using 

Maple or Mathematica software.  

 

5.2. SYSTEM MODEL 

We have considered the average power signal as well as fading parameters in each M-

channels of a MRC system that is identical. The assumption of identical power is 

reasonable if the diversity channels are closely spaced and the gain of each channel is 

such that all the noise power is equal [148]. The signal-to-noise ratio at the output of 

MRC diversity is given by [148]. When receiving antennas are closely spaced then 

receiving signal are also correlated and SNR of received signal γ1, γ2 …. γM cannot be 

considered as independent random variable. The probability density function of tγ  for 

correlated Nakagami-m fading as given by Equation (4.5) is:  
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5.3 MARGINAL MOMENT EVALUATION 

In this Section, MMGF is evaluated of the SNR of M-branch MRC diversity and 

further, it is used for the computation of channel capacity. The MMGF is defined as 

[155]: 

 ∫=
∞

−

a

s dfeasM γγγ
γ )(),(ˆ                                                                                              (5.2)                        

By substituting the value of )(γγf  from the Equation (5.1) in Equation (5.2), we get:  
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By expanding ( )•11 F  from [149 Equation (9.14.1)] and putting in Equation (5.3), we 

get:  
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From [149 Equation (3.381.3)], the Equation (5.5) can be written as: 
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By putting the result of 1I from Equation (5.5) to Equation (5.4), we get: 
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By putting 0=a  in Equation (5.7), the marginal MGF changs to moment generating 

function(MGF) as: 
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 From [149 Equation (7.621.4)] table of integral, we get: 
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From [156 Equation (15.1.8)], the Equation can be expressed as: 
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MGF in Equation (5.10) is further used to evaluate channel capacity under various 

adaptive schemes. 

 

5.4 MARGINAL MGF BASED CHANNEL CAPACITY ANALYSIS 

5.4.1OPTIMAL RATE ADAPTATION  

When the transmitter power remains constant, usually as a result of channel state 

information being available at receiver side, the channel capacity with optimal rate 

adaptation (CORA) in terms of the MGF based approach can be expressed as [157]: 
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                                                                           (5.11) 

where ( )⋅iE  denotes the exponential integral function as defined in [156] and )s(M )(1
γ  

is the first derivative of the MGF. The integral in Equation (5.11) is called iE -

transform, as ( )⋅iE  kernel function defines this integral transform. Moreover, in those 

scenarios where very complicated expressions of the MGF of the received SNR do 

not allow easily computing the aforementioned integral in closed form, the result in 

the Equation (5.11) can efficiently and easily obtained by using standard computing 
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environments, such as MAPLE and Wolfram MATHEMATICA. By differentiating 

Equation (5.8) with respect s we get 
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By putting the value of )s(M 1 in Equation (5.11) we get, 
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By putting  t
B
s
=  in Equation (5.14), and after some mathematical manipulation, we 

get: 
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From [157 Equation (8.4.2.7)] along with [157 Equation (8.4.11.1)], Equation (5.15) 

can be expressed as: 
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From [157 Equation (2.24.1)], Equation (5.16) can be expressed as: 
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By putting value of  2I  from Equation (5.17) to Equation (5.13), we get:  
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where ( )•G  is Meijer’s G function [149 Equation (9.301)]. Expression of CORA in 

Equation (5.18) shows summation of infinite series but it diverges rapidly with the 

increase of number of terms and only few terms are required to get closed form 

expression of ORAC . 

5.4.2 OPTIMAL SIMULTANEOUS POWER AND RATE ADAPTATION 

When both the transmitter and receiver having perfect channel information, then the 

channel capacity for optimal rate adaptation )C( OPRA  is given by [107]: 
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where B is the channel bandwidth (in Hz) and oγ is optimal cut off SNR level below 

which no transmission takes place. This optimal cutoff must satisfy 
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to achieve the  channel capacity by Equation (5.19), the amount of fading must be 

tracked  at the transmitter and receiver both, transmitter adapts its power and data rate 

to the channel variations by allocating high-power levels and rates for good channel 

condition and low power levels and rates for bad channel condition [107]. 

Furthermore, this optimal policy suffers a probability of outage outP , equal to 

probability of no transmission, given by: 
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Now, an alternate method to evaluate the COPRA by using the marginal MGF is 

discussed below. By substituting first substituting  γγ o+= q  in the Equation (5.19) 

and then again substituting  xq =γ o  in Equation (5.19), the equation (5.19) is 

reduces to:  
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Form [112 Equation (6)] by using    
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From (5.27) and (5.28), we get: 
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By putting g)x( =+1γ o  in Equation (5.25) and after some mathematical 

manipulation, the integral I3 in Equation (5.25) can be expressed as: 
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For evaluation of OPRAC  in Equation (5.27), first integral and second integral can be 

evaluated numerically by using standard software like Maple and Mathematica. To 

obtain the optimal cut-off SNR oγ  in Equation (5.27), we need to solve the Equation 

(5.20), by using standard techniques as given in [107, 153]. Here, we are presenting 

MMGF based approach for optimization of cut-off SNR oγ . By re-arranging the 

Equation (5.20), we get: 

  
( ) ( ) 111

=∫ ∫−
∞ ∞

γγ
γ

γγ
γ γ

γ γ
γ dfdf

o oo                                                                             (5.28) 



68 
 

γγ
γ γ

γ
dfI )(1

0
4 ∫=

∞

o

                                                                                                   (5.29) 

 
γ

γ
γγ

γ
d

f
I

)(

0
5 ∫=

∞

                                                                                                     (5.30) 

By substituting s = 0 and oγ=a  in Equation (5.2), we get: 
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From Equation (5.29) and Equation (5.31), 4I  can be expressed as: 
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By substituting  4I  and 5I   in Equation (5.28), we get:                                                                           
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where ),(ˆ
0γsM  is the MMGF as given in Equation (5.2). From Equation (5.33) and 

Equation (5.7), Integral 5I  is evaluated as given below: 
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By substituting sB + = t in the Equation (5.36) and after simplification, we get: 
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 From [157 Equation (8.4.16.2)], the Equation (5.37) can be expressed as:  



69 
 

 ( )∫ ⎥
⎦

⎤
⎢
⎣

⎡
=

∞
+−

B

mMk dttGtI
00

1
21
02)(

6 oγ                                                                        (5.38)                         

From [157 Equation (2.24.2.3)], the Equation (5.38) can be expressed as:  
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By putting result of 6I  from the Equation (5.39) in Equation (5.35), we get: 
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From Equation (5.2) Integral 4I  can be expressed as:    
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By substituting results of Equation (5.40) and (5.41) in Equation (5. 34), we get: 

( )
( )

( )

( )
1

01
1

32
03

1

00

=

⎥
⎥
⎥
⎥
⎥

⎦

⎤

⎟
⎟
⎟
⎟
⎟

⎠

⎞
⎥
⎦

⎤
⎢
⎣

⎡
+−+

+
γ

×

⎢
⎢
⎣

⎡

⎜
⎜
⎝

⎛
∑

+ΓΓ
Γ+Γ

−
⎟
⎟

⎠

⎞

⎜
⎜

⎝

⎛ γ+Γ
∑

+ΓΓ
Γ+Γ

γ

−+

∞

=+

∞

=

)mMk(

k

k

)mMk(k

k

B

)mMk()mMk(
mMk

BG

!k
C

)Mmk()m(
)Mm()mk(

D
A

B

),mMk(
!k

C
)Mmk()m(
)Mm()mk(

D
A

o

o

o

 

                                                                                                                                (5.42) 

Although, the optimal cut-off SNR oγ  cannot be obtained in close-form in Equation 

(5.42), so numerical evaluation is performed in order to get optimal cut-off SNR oγ .  

5.4.3 CHANNEL INVERSION WITH FIXED RATE 

 The channel capacity for channel inversion with fixed rate (CCIFR) requires that the 

transmitter exploits the channel state information so that constant SNR is maintained 

at receiver. As this method inverts the channel fading at receiver therefore it provides 

a fixed transmission rate .The channel capacity with fixed channel inversion rate can 

be expressed as [107]: 
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The Equation (5.43) can be expressed in the term of the MGF as: 
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By changing the order of integration in Equation (5.45), we get: 
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By putting the value of 4I from the Equation (5.46) in Equation (5.43), we get: 
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By putting the value of )(sM , from Equation (5.10) to Equation (5.47), we get: 
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By using [149 Equation (3.259.3)], Integral 7I in Equation (5.47) can be expressed as: 
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By putting the result in (5.49) in Equation (5.47), we get: 



71 
 

⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜

⎝

⎛

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
−+

−−

−+
+=

)1(1
;;1),1()1,1(

))1(1(
1log

12

2

M
MmMMmFmMBm

M
C t

CIFR

ρ
ρ

γρ                   (5.50) 

where )(B • is beta function [149 Equation (8.384.1)]. The above expression evaluates 

accurate value of channel capacity for channel inversion with fixed rate scheme for 

arbitrary value of fading parameter. 

5.4.4 TRUNCATED CHANNEL INVERSION  

The CIFR suffers from a large capacity penalty relative to the other techniques. The 

truncated CIFR is better approach than CIFR, where channel fading is inverted above 

a cut-off SNR )( 0γ . The capacity for truncated CIFR is defined as [107]:    
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In the Equation (5.51), Integral γ
γ
γγ

γ
d

f )(

0
∫
∞

 is similar with Integral I5 in the Equation 

(5.30) and it can be written in term of MMGF as given in Equation (5.33). The outage 

probability )(Pout oγ in Equation (5.21) can be rewritten as: 
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From Equation (5.31), the Equation (5.51) can be expressed as: 
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By putting  oγ=a  and s = 0 in Equation (5.12), )( oγoutP  can be expressed as:                                        
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By substituting the result of 5I  from the Equation (5.40) and outP , in Equation (5.54), 

we get: 
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By using Equation (5.55), the channel capacity for truncated CIFR scheme can be 

evaluated easily for arbitrary value of fading parameter.  

 

5.5 RESULT AND DISCUSSION 

In this section, we have presented numerical results for the channel capacity with 

MRC diversity over correlated Nakagami-m fading channel. Figure 5.2 shows the 

channel capacity with optimal rate adaptation (CORA) versus SNR for various diversity 

receivers. As the number of diversity receiver increases, CORA improves significantly. 

Figure 5.3 shows the effect of correlation coefficient on the channel capacity for 

optimal rate adaptation (CORA).  

 
Figure 5.2 The channel capacity with optimal rate adaptation (CORA) versus SNR for various 

diversity receivers. 
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As the correlation coefficient increases, CORA decreases. Figure 5.4 depicts the 

channel capacity for optimal simultaneous power and rate adaptation )C( OPRA  versus 

SNR for various diversity receivers. As the number of diversity receivers increases, 

OPRAC  improves, similarly as in Figure 5.2.  

 
Figure 5.3 The channel capacity with optimal rate adaptation (CORA) versus SNR for several 

correlation coefficients. 

 
Figure 5.4 The channel capacity for optimal rate adaptation )C( OPRA  versus SNR for various 

diversity receivers. 
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Figure 5.5 shows the channel capacity for OPRAC  versus SNR for several 

correlation coefficients, similarly as in Figure 5.3. Figure 5.6 shows the characteristics 

of channel inversion with fixed rate (CCIFR) versus SNR for various diversity 

receivers, in this CCIFR improves with the increase of diversity receiver.  

 
Figure 5.5 The channel capacity for optimal rate adaptation )C( OPRA  versus SNR for several 

of correlation coefficients. 

 
Figure 5.6 The channel inversion with fixed rate (CIFR) versus SNR for various diversity 

receivers. 
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Figure 5.7 The channel inversion with fixed rate (CIFR) versus SNR for various correlation 

coefficients. 

 
Figure 5.8 The channel capacity with truncated channel inversion )( TCIFRC versus cut-off  

SNR )( 0γ for various value of SNR. 

Figure 5.7 shows effect of correlation coefficient on channel inversion with fixed 

rate (CCIFR) versus SNR, as correlation coefficients increases, CCIFR decreases but 

decrement is less in comparison to that as shown in Figure 5.3 and Figure 5.5. Figure 

5.8 shows the characteristics of channel capacity with truncated channel inversion 

)C( TCIFR with cut-off SNR )( 0γ for various values of SNR. From Figure 5.8 it is clear 

that as SNR increase, the cut-off rate )( 0γ also increases. Figure 5.9 shows the channel 
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capacity with truncated channel inversion )C( TCIFR  versus MRC diversity, as the MRC 

diversity increases, the cut-off rate )( 0γ  increases significantly. 

 
Figure 5.9 The channel capacity with truncated channel inversion )( TCIFRC  versus MRC 

diversity. 

 
Figure 5.10 The channel capacity with truncated channel inversion )( TCIFRC  versus cut-off 

SNR )( 0γ for the various values of correlation coefficient. 
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Figure 5.11 Comparison of the channel capacity with optimal rate adaptation (CORA) versus 

correlation coefficient for diversity M = 3 for different values of SNR. 

Figure 5.10 depicts the channel capacity with truncated channel inversion )C( TCIFR  

with cut-off SNR )( 0γ for various values of correlation coefficient. As the correlation 

coefficient increases, the cut-off rate decreases slowly. Figure 5.11 to Figure 5.14 

shows the comparison of channel capacity under various adaptive condition with the 

reported literature [153] for correlated Rayleigh fading channel (m = 1). The result of 

the proposed method is similar with that of [153].  

 
Figure 5.12 Comparison of channel capacity for the optimal simultaneous power and rate 

adaptation )C( OPRA  versus SNR for various correlation coefficients of the proposed method 

with [153]. 



78 
 

 
Figure 5.13 Comparison of the channel capacity of channel inversion with fixed rate (CIFR) 

versus SNR for various correlation coefficients of the proposed method with [153]. 

In the Figure 5.11, the characteristic of the channel capacity for optimal rate 

adaptation with correlation coefficients of the proposed method has been compared 

with [153] by considering the Rayleigh fading channel (m = 1). The results of the 

proposed method are comparable with that of the [153]. In Figure 5.12 shows the 

comparison of the characteristics of channel capacity for optimal simultaneous power 

and rate adaptation with SNR for various correlation coefficients of the proposed 

method with [153] by considering the Rayleigh fading channel (m = 1).  

The results of the proposed method are comparable with that of the [153]. In 

Figure 5.13 depicts the comparison of the characteristics of channel capacity of 

channel inversion with fixed rate with SNR for various correlation coefficients of the 

proposed method with [153] by considering the Rayleigh fading channel (m = 1). The 

results of the proposed method are comparable with that of the [153]. 

In Figure 5.14 explore the comparison of the characteristics of channel capacity of 

channel inversion with truncated channel inversion )( TCIFRC versus cut-off SNR )( 0γ  

for various correlation coefficients of the proposed method with [153] by considering 

the Rayleigh fading channel (m = 1). The results of the proposed method are 

comparable with that of the [153]. 



79 
 

 

Figure 5.14 The channel capacity with truncated channel inversion )( TCIFRC versus cut-off 

SNR )( 0γ  for various correlation coefficients of the proposed method with [153]. 

 

5.5 CONCLUSION 

In this Chapter, we have obtained the marginal MGF for correlated Nakagami-m 

fading channel with MRC diversity. The obtained expression for marginal MGF 

function is used to evaluate the channel capacity under different adaptation policies. 

We have obtained the novel expression for various channel capacities for arbitrary 

value of m. We have also analyzed the effect of correlation coefficients on channel 

capacity. Due to the simple forms, these results offer a useful analytical tool for the 

accurate performance evaluation of various communication systems of practical 

interest.  
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CHAPTER – 6 

 

 PERFORMANCE ANALYSIS OF GENERALZIED-K 

FADING MODEL 
 

6.1 INTRODUCTION 

The received signal in wireless communication systems are characterized by small-

scale fading as well as large-scale fading. The large scale fading is due to the 

reflection, refraction and scattering caused by various obstacles in the medium. Thus, 

the local mean received power in wireless channel is varies which is referred to as 

shadowing. These variations of signal amplitude are modeled by lognormal 

distribution [31-32,158,159]. The PDF of lognormal distribution is given by:  
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where 
)10ln(

10
=K  and μ  is the area mean since averaging over shadowing effect takes 

place over large area and it is determined by propagation path loss. The standard 

deviation )( 2σ  varies with propagation environment, which provides empirical 

justification for distribution in the urban and ionospheric environment propagation 

[31, 32]. A heuristic theoretical explanation for encountering this distribution is due to 

the multiple reflections in multipath environment. The multipath fading can be 

characterized as multiplicative process and multiplication of all the signal amplitude 

gives rise to a lognormal distribution [25]. Recently, Gamma distribution has been 

also adopted to model the shadowing [158, 159], which is given by: 
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where k and oΩ are scaling and shaping parameters of Gamma distribution, respectively. 

For small values of k, the PDF has skewed exponential shape, which is symmetric for 

large values of k.  
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 6.2 COMPOSITE FADING CHANNEL MODEL 
 The Nakagami-m and Rayleigh-lognormal (Suzuki) are well known composite 

statistical distribution to model the multipath fading and shadowing [160-163]. 

Considering the envelope of the received signal due to the small-scale fading is 

modeled by the Nakagami-m distribution (the PDF of the received power is x and 

conditioned on mean powerΩ  which can be expressed as: 
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In a shadowed fading channel, the probability density function )(xpλ  is written as: 

dxxfxfxf xX )()()(
0
∫
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Ω=                                                                                           (6.4) 

By substituting the values from Equation (6.1) and from Equation (6.3) in Equation 

(6.4), the Nakagami-m lognormal composite model can be expressed as [163]: 
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The expression in Equation (6.5), for m = 1 reduces to the Rayleigh-lognormal (Suzuki) 

model.  

6.3 GENELIZED K-FADING MODEL 

The Nakagami-m lognormal model as shown by Equation (6.5), do not lead to a 

closed form mathematical solution. The use of a Gamma PDF was proposed for 

shadowing instead of the lognormal based on the similarities between them as 

discussed in [161-163]. The resultant PDF is the so called generalized-K distribution 

(KG) for the shadowed fading channel and the K-distribution when the short-term 

fading is modeled by using the Rayleigh instead of the Nakagami-m PDF. So by 

substituting Equation (6.2) and (6.3) in Equation (6.4), we get the closed-form 

expression of composite fading model [103,160, 161] as: 
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where k and m are the shaping parameter of the distribution. ( )⋅νK  is the modified 

Bessel function of order ( )⋅ν  [13 Equation (8.432.1)]. ( )⋅Γ  is the Gamma function [149 

Equation (8.310.1)]. In the Equation (6.6), kXE ][ 2=Ω  is the mean power and [ ]⋅E  

denotes the expectation.  

       The diversity combining [22, 132] is an effective technique for mitigating 

detrimental effects of the multipath fading and shadowing in the wireless mobile 

channels. Recently, few contributions dealing with generalized-K and K-distribution 

with diversity combining have been reported in [155, 163, 164]. In [155], the 

performance of generalized selection combing (GSC) receivers over K-fading is 

presented. In same article marginal moment generating function (MMGF) is derived 

but this marginal MGF is not used to obtain bit-error-rate for M-array phase shift 

keying (MPSK). In [163], the performance analysis of diversity combining over 

generalized-K fading channel has been analyzed but the closed-form expression for 

the bit-error-rate is not discussed. In [164], the outage probability performance is 

evaluated and further MGF based approach and Pade approximants method are used 

for the performance analysis. Bithas et al [102] have provided a closed-form 

expression for the symbol-error-rate and bit-error-rate of various coherent and non-

coherent digital modulations. 

      In this Chapter, we have investigated the MGF based performance analysis for 

various modulation scheme over the generalized-K fading channel with M-branch 

MRC diversity at receiver. The main contribution of this chapter consists with the 

evaluation of MGF function and the derived MGF function is used to evaluate closed-

form expressions for average bit-error-rate and symbol-error-rate. The derived results 

are obtained in the terms of well known hypergeometric function and Meijer’s G 

function, which can be easily implemented by using Maple or Mathematica 

simulation tool. The evaluation of symbol-error-rate for M-QAM modulation scheme 

is solved uniquely. 

6.4 GENERALIZED-K FADING CHANNEL MODEL WITH MRC 
DIVERSITY 

When the fading environment is such that the maximum delay spread of the channel is 

large compared to the symbol time that is the frequency selective fading, then there 
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exist multiple resolvable paths (the maximum number of which is determined by the 

ratio of the maximum delay spread to the symbol time) resulting in multiple channel 

reception. For the generic case of multi-channel reception, the diversity combining 

that practically depend on the characteristics of the modulation and their associated 

detection which can be employed at the receiver to improve the signal-to-noise ratio 

and thus average bit-error-rate performance. For coherent detection, the optimum 

form of diversity combining is MRC. Let us consider an M-branch MRC diversity 

receiver operating over the generalized-K fading channel, so replacing m with mM 

and oΩ  by oΩM in Equation (6.6), then the PDF for M- branch  MRC diversity can be 

expressed as: 
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The instantaneous SNR per received symbol at the output of diversity branch is: 

2
0SX E Nγ =   

where ES is the average symbol energy and N0 is single-sided power spectral density 

of the additive white Gaussian noise. Assuming all the branches are identical and 

corresponding average SNR is given as 0NEk SΩ=γ . By changing the variables, 

the PDF of γ  from Equation (6.7) can be written as:  
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where 1−+=α kmM , mMk −=β  and γ=Ξ mk . For the diversity technique 

consideration, it is assumed that the distance among the diversity branches is small. 

Furthermore, it is well known that the shadowing occurs in large geographical areas. 

Thus, it is reasonable to assume that the shadowing effects are not de-correlated so 

that shadowing parameters k can be assumed equal for all the diversity branches.      

6.5 PERFORMANCE ANALYSIS 

The model corresponds to Nakagami-Gamma composite distribution and is controlled 

by two shaping parameters m and k, where the parameter 1/ 2m ≥  inversely reflects 

the fading severity, and the positive parameter k inversely reflects the shadowing 
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severity [163]. The K-distribution is derived as a special case of the generalized-K 

distribution by letting m = 1. The generalized-K distribution fading model 

characterizes the confined effect of fast and slow fading in the received signal by 

using two shaping parameters m and k, where m is the Nakagami fading parameters 

for the short term fading and k is the parameter of the Gamma distribution for 

received average power due to the shadowing. Assuming that the fading environment 

is such that the signal envelop X is the propagation path. Therefore, it is useful for 

wireless system designers to have a general statistical model that encompasses both of 

these random processes. The Rayleigh-Lognormal (R-L) is a well known composite 

statistical distribution when both multipath and shadowed components are present at 

receiver. However, the R-L distribution is not widely used because it does not have 

convenient mathematical form for evaluating the system performance. For this reason, 

the R-L distribution has been mixture of the Rayleigh and Gamma distribution that 

facilitates the derivation of analytical performance [163].    

 

6.5.1 MOMENT GENERATING FUNCTION 
The MGF function is one of most important characteristics of any distribution 

function because it helps in the bit-error-rate performance evaluation of the wireless 

communication systems. However, it is shown in [22] that MGF can be used to obtain 

the average bit-error-rate of the modulation (with and without diversity) either in 

closed-form or in the form of a simple finite range integral. The MGF is, therefore, a 

key tool that needs to be derived. MGF is defined as [22]: 

0
( ) exp( ) ( )M s s f dγ γγ γ γ

∞
= −∫

                                                                                      
(6.9) 

By substituting the Equation (6.8) in Equation (6.9), the MGF of Equation (6.8) can 

be evaluated as:   

( )( )
( ) ( ) [ ]∫ γγΞγγ−

ΓΓ
Ξ

=
∞

β
−α

+α

γ
0

21
21

22 dK)sexp(
)k()mM(

)s(M  

By expressing ( )⋅βK as [157 Equation (8.4.23.1)] and using [157 Equation (2.24.3.1)], 

the MGF can be expressed as: 
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where ( )⋅G  is Meijer’s G function [149 Equation (9.301)], which can be easily 

evaluated by using the standard software like MAPLE and Mathmatica.                            

6.5.2 CALCULATION OF BER FOR VARIOUS MODULATION SCHEMES 
           
The average bit-error-rate probability constitutes probably the most important 

performance measure of a digital communication system. Unfortunately, the average 

bit-error-rate probability is generally not easy to find in the closed form. The average 

bit-error-rate for BPSK/BFSK modulation scheme is [22]: 
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where g is a constant associated with modulation scheme, g = 1 for BPSK, g = 1/2 for 

coherent detection of BFSK and g = 0.715 for coherent detection of minimum shift 

keying. Let the integrand in Equation (6.11) is:
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By using Equation (6.10) and (6.12), 1I can be expressed as: 
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By changing variable θ2sin=t and after some mathematical manipulation, the above 

integral can be expressed as: 
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By using [157 Equation (2.24.2.2)], the integral I1 can be expressed as: 
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From Equation (6.11) and I1 , the average bit-error-rate for BPSK/ BFSK modulation 

scheme can be expressed as:                   
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For M = 1 the Equation (6.13) is similar with the [102 Equation (8)]. The quadrature 

amplitude modulation (QAM) is a two-dimensional generalization of M-QAM which 

can be viewed as a combined amplitude/phase modulation [22] or more conveniently 

as a complex amplitude-modulated carrier. The signal constellation is a rectangular 

grid with points uniformly spaced along each axis by two units. Let M still denote the 

number of possible transmitted waveforms, the average SER for M-QAM modulation 

scheme by using the MGF based approach as given in [22].
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where  3 2( 1)QAMg M= − . The Equation 6.14 consists of two integrals: 
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Similarly, I2 can be solved as I1 and I3 can be expressed as given below by using [149 

Equation (6.643.3)] and Equation (6.10), the MGF of I3 can be expressed as: 
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where ( )⋅− νμ ,W  is the Whittaker function as given by [149 Equation (9.220.4)]. From 

Equation (6.17), I3 can be expressed as: 

∫ ⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ Ξ
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ Ξ
⎟
⎟
⎠

⎞
⎜
⎜
⎝

⎛ Ξ
= −

4

0

2

2,2

2
2

2

3
sin

2
sinexpsin

π

βα

α

θθθθ d
g

W
gg

I
QAMQAMQAM

 



87 
 

By applying the transformation t = 2 θ2sin  and after some mathematical 

manipulation the above integral 3I  can be expressed as: 
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(6.18)                      

By using [149 Equation (9.220.4)], [149 Equation (9.220.3)] and [149 Equation 

(9.220.2)] and after some mathematical manipulation, the Equation (6.18) can be 

expressed as: 
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where ( )•11F  is confluent hypergeometric function as [13 Equation (9.210.1)]. By 

using [149 Equation (9.210.1)] and [149 Equation (9.111)], above integral I3 can be 

expressed as: 
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where )(⋅F  is hypergeometric function as given by [149 Equation (9.100)] and )(⋅B  is 

beta function as given by [149 Equation (8.30.1)]. By substituting the value of I3   
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from the Equation (6.19) and value I2 in Equation (6.15) in Equation (6.14), the 

average SER of M- QAM can be expressed as: 
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The average symbol-error-rate over the generalized-K fading channel with M-branch 

MRC diversity as given in Equation (6.20) is a novel expression. 

 
6.5.3 OUTAGE PROBABILITY  

The outage probability is another standard performance criterion of the 

communication systems operating over fading channels. It is defined as the 

probability that the instantaneous error-rate exceeds a specified value or equivalently 

combined signal-to-noise ratio reduced below a certain specified threshold, oγ as given 

in [22]. Hence, the outage probability,  
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6.6 RESULT AND DISCUSSION 
 
In this Section, we have presented performance evaluation results by using the 

preceding analysis on the error probability of digital modulation scheme and outage 

probability. We have presented some numerical results for the average bit-error-rate, 

average symbol-error-rate for different modulation schemes and outage probability. 

For the generalized-K fading, if k > 8 the probability density function of the SNR 

depends almost completely on fading parameter, m, making it a Nakagami-m fading 

channel with little shadowing, when as low value of k and m correspond to severe 

shadowing and fading, respectively [163]. We have used the Equation (6.13) and 

(6.20) to study the average bit-error-rate and average symbol-error-rate characteristics 

and Equation (6.21) is used to study the outage probability. Figure 6.1 depicts the 

average bit-error-rate versus the average SNR in generalized-K fading with MRC 

diversity scheme.  

 

 
 

Figure 6.1 Average BER versus SNR plot for BPSK modulation scheme over generalized-K 

fading channel with M-branch MRC diversity. 

 
The average bit-error-rate against the average received SNR per bit for BPSK 

modulation in various fading channel conditions obtained by an appropriate choice of 

k and m. For k = 1 as the diversity receiver increases the bit-error-rate performance 
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improves for same values of SNR but for k = 5 as the diversity receiver increases 

average bit-error-rate performance improves much faster than k = 1 as shown in 

Figure 6.1.  

 

 
 
 

Figure 6.2 Average SER versus SNR for M-QAM modulation scheme over generalized- 

fading channel with M-branch MRC diversity. 

 

The simulation results are also included as shown to match exactly with the 

analytical results obtained from the mathematical Equations. Figure 6.2 shows the 

average symbol-error-rate versus SNR for 4-QAM modulation scheme, although 

Equation (6.20) is provided in an infinite series form, which converges rapidly and 

steadily requiring very few terms for the desired accuracy. Figure 6.3 shows the 

outage probability versus SNR plot for the threshold = 25dB.  

As the diversity increases the symbol rate improve significantly as shown in 

Figure 6.2 for chosen value of m and k and this improvement is more significant as k 

increases. As the value of k increases, the outage probability remains constant over 

large range of SNR as shown in Figure 6.3. 
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Figure 6.3 Outage probabilities versus SNR for generalized K - fading channel with M- 
branch MRC diversity. 
 
6.6 CONCLUSION  
 
In this Chapter, we have investigated the generalized-K distribution by using simple 

MGF based approach. We have obtained a novel MGF for generalized-K fading 

channel with M-branch MRC diversity. In the expression of MGF, the Meijer’s G 

function has been used. Also, the obtained MGF function is used to evaluate the bit-

error-rate of BPSK/BFSK modulation and symbol-error-rate of M-QAM modulation 

schemes. The Average bit-error-rate expression of BPSK/BFSK is given in the 

Equation (6.13) for M = 1 the Equation (6.13) is similar with [165 Equation (8)] and 

also the average symbol-error-rate expression for M-QAM modulation scheme that is 

given by Equation (6.20) is novel. We also derived an expression for the outage 

probability. These mathematical expressions are very useful for modeling the wireless 

communication system. 
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CHAPTER - 7  
 
 

ANALYSIS OF CHANNEL CAPACITY OF GENERALIZED-K 
FADING BASED ON MARGINAL MOMENT GENERATING 

FUNCTION  
 

7.1 INTRODUCTION 
 
The received signal over a wireless channel is usually characterized by the joint effect 

of two independent random processes such as small scale fading due to the arrival of 

multiple, randomly delayed, reflected and scattered signal components at the receiver 

side and large scale fading due to shadowing from various obstacles in the 

propagation path. Therefore, it is useful for various wireless system designers to have 

a general statistical model that encompasses both of these random processes. To 

model the small-scale fading channel, various fading models such as Rayleigh, Rician 

and Nakagami have been proposed in [2]. In addition to the multipath fading in the 

wireless environment, the quality of signal is also affected due to the shadowing from 

various obstacles in the propagation path. The Nakagami-m and Rayleigh-lognormal 

(R-L) are well known composite statistical distribution to model the multipath and 

shadowing [160-166]. As these distributions don’t have closed-form mathematical 

solution, so it is difficult to use it. However, they have been approximated by the 

Generalized-K distribution [163] and K-distribution [160]. The diversity combining 

[167-173] is an effective technique for mitigating the detrimental effects of the 

multipath fading and shadowing in the wireless mobile channels.  

In general, the channel capacity in fading environment is a complex expression in 

terms of the channel variation in time and/or frequency depending upon the 

transmitter’s and/or receiver’s knowledge of the channel side information. For the 

various channel side information assumptions that have been proposed, several 

definitions of the channel capacity have been provided. These definitions depend on 

the different employed power and rate adaptation policies and the existence, or not, an 

outage probability [22]. Earlier, the channel capacity has been studied by various 

researchers for different fading environment [104-110]. In [104], Goldsmith and 

Varaiya have examined the channel capacity of the Rayleigh fading channels under 
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different adaptive transmission techniques. Lee [105] has derived an expression for 

the channel capacity of a Rayleigh fading channel. In [106], Gunther has extended the 

results presented in [105] by deriving the channel capacity of Rayleigh fading 

channels under diversity scheme. Alouini and Goldsmith in [107] have derived the 

channel capacity of Rayleigh fading channels under different diversity schemes and 

different rate adaptation and transmit power schemes. Other fading channels like K-

fading, Nakagami, Weibull, Rician, and Hoyt fading channels were studied in [108-

112].  As per best of author’s knowledge, the ref. [113, 114] is the main article, which 

deals with the channel capacity on generalized–K fading. In [113], the channel 

capacity under different diversity schemes and different rate adaptation and transmit 

power schemes for K-fading channel has been derived. However, in [113] has 

limitation that the channel capacity has been analyzed only for special value of the 

shaping parameter that is m = 2 and moreover in [113], for calculation of channel 

capacity under the optimal rate constant (Cora) policy, author shows two methods for 

calculation of (Cora), first method involves Lommel function and second method 

shows that, when k is an integer plus one half, the capacity can be expressed in the 

term of the more familiar sine and cosine integrals. These two methods as discussed 

above having complex expression for the channel capacity. In [114], the channel 

capacity under different diversity schemes and different rate adaptation and transmit 

power schemes for K-fading channel has been derived. For computation of the CORA, 

in [114] Efthymoglou et al have been taken the approximate value by calculating limit 

at ( )1→a and formula for CORA is valid for non-integer value of shaping parameters k 

and m. If k and m are integers then formula for CORA fails. In [111, 112], the 

characteristics function (CF) is developed for computing the ergodic channel capacity. 

In [112, 115], the moment generating function based (MGF) approach is proposed for 

computation of the channel capacity only for CORA scheme by using numerical 

techniques. In [116], a novel MGF based approach is developed for evaluation of the 

channel capacity for various rate adaptations and transmit power. In [116], the integral 

is evaluated by using mainly two type of numerical technique and both the numerical 

techniques are lengthy and much more complex. 

      In this chapter, we have presented MGF based channel capacity analysis over 

Generalized-K fading channel with M-branch maximal-ratio combining (MRC) 
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diversity. The main contribution of this chapter consists in the evaluation the MGF 

function and the derived MGF function is used to evaluate a closed-form expression 

for the channel capacity under optimal rate adaptation (ORA) and channel inversion 

with fixed rate (CIFR). The derived results are obtained in the terms of well known 

Meijer G function, which can be easily implemented using Maple or Mathematica 

software.  

7.2 GENERALIZED-K FADING CHANNEL MODEL 

The channel model for M-branch MRC diversity receiver operating over a 

generalized-K fading channel is similar with Section 6.4 in the previous chapter and 

the probability density function (PDF) is given by Equation (6.8) in same chapter.  

7.2.1 MARGINAL MOMENT GENERATING FUNCTION 
In this Section, marginal MGF is evaluated of SNR of M-branch MRC diversity as 

Equation (5.2) and further it is used to obtain the channel capacity. The marginal 

MGF is defined as [155]: 
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By putting t=Ξγ2 and after some mathematical manipulation, the Equation (7.2) 
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By putting the value of )(tI β−  and )(tIβ from the Equation (7.5) and (7.6), 

respectively in the Equation (7.4), we get:  
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By changing the order of integration in Equation (7.7), we get: 
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Now evaluation of 1I  as given by Equation (7.9), is obtained as given below: 
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Using [149 Equation (3.381.3)] and after some mathematical manipulation, the 

Equation (7.9) can be expressed as: 
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Similarly, I2 can be expressed as given below: 
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By substituting the value of   I1 and I2 in Equation (7.8), marginal MGF can be 

expressed as: 
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 If we put lower limit 00 =γ  in Equation (7.13), then marginal MGF changes to MGF. 

MGF for generalized-K fading channel is similar with Equation (6.10) as discussed in 

the previous chapter. 

7.3 MARGINAL MGF-BASED CHANNEL CAPACITY ANALYSIS 

The channel capacity has been used as the fundamental information theoretic 

performance measure to predict the maximum information rate of a communication 

system. It is extensively used as the basic tool for the analysis and design of new and 

more efficient techniques to improve the spectral efficiency of modern wireless 

communication systems and to gain insight into how to counteract the detrimental 

effects of the multipath fading propagation via opportunistic and adaptive 

communication methods. The main reason for the analysis of the spectral efficiency 

over fading channels is represented by the fact that most framework described in 

various literature make use of the so-called PDF based approach of the received SNR 

to be applied, which is a task that might be very cumbersome for most system setups 

and often require to manage expression including series. It is also well known that a 

prior knowledge of channel state information at the transmitter may be exploited to 
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improve the channel capacity such that in the low SNR regime, the maximum 

achievable data rate of a fading channel might be much larger than when there is no 

fading. The MGF and CF based approaches have extensively been used for analyzing 

average bit error rate probability and outage probability. Alouini et al [170] have also 

pointed out the complexity of using and generalizing MGF and CF based approaches 

for channel capacity computation. Moreover, the application of the PDF based 

approach for channel capacity computation turns out to be in evident counter tendency 

with recent advances on performance analysis of digital communication over fading 

channels. Several researchers [171-174] have clearly shown the potential of using 

either an MGF or CF–based approach for simplifying the analysis in most situation of 

interest with the computation of important performance parameters where the 

application of PDF based approach seems impractical. Recent advances on the 

performance analysis of digital communication systems in fading channels has 

recognized the potential importance of the MGF or Laplace transforms as a powerful 

tools for simplifying the analysis of diversity communication systems. This led to 

simple expressions to average bit and symbol-error-rate for wide variety of digital 

communication scheme on fading channels including multipath reception with 

correlated diversity [173-174]. Key to these developments was the transformation of 

the conditional error-rate expressions into different equivalent forms in which the 

conditional variable appears only as an exponent. In this section, we have proposed 

some alternative expressions for the channel capacity computation relying on the 

knowledge of the MGF, ( ).Mγ  of γ . We have obtained novel expression for 

CORA, CIFRrC , OPRAC  and TCIFRC  schemes using a novel marginal MGF based channel 

capacity analysis approach.   

 

7.3 .1 OPTIMAL RATE ADAPTATION  

When transmitter power remains constant, usually as a result of channel state 

information being available at receiver side, the channel capacity with optimal rate 

adaptation (CORA) in the terms of MGF based approach can be expressed as [112]: 
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and                                                                                                    
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From (7.15) by putting the values M(s) in I4 that is Equation (7.16), we get: 
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By putting ts Ξ= and after some mathematical manipulation, the Equation (7.17) can 

be expressed as: 
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In order to make integral more simpler by using [157 Equation (8.2.2.14)], we get: 
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The Equation (7.18) can be expressed as: 
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From [25 Equation (2.24.3.1)], the Equation (7.20) can be expressed as: 
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Expression I3 shown in the Equation (7.15), is singular is at zero and diverging 

between 0 to 1.  So after approximation, Equation (7.15) can be expressed as: 
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From [23] the above integral can be written as: 

)2ln(
0.21938

3 =I                                                                                                         (7.23)                          

By substituting results of eq. (7.21) and (7.23) in (7.14), ORAC  can be expressed as: 
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The above expression for the capacity with ORA policy evaluates correctly for 

arbitrary non-integer values of shaping parameters k and m whereas the limit for these 

special values can be obtained numerically, an approach for evaluation of ORAC  

through this is much simpler than [113] and [114]. The Equation (7.29) is also valid 

for non-integer value of k and m. The channel capacity with optimal rate adaptation 

(CORA) can be calculated in closed-form, by using another method in the terms of 

MGF based approach as [116]: 

dssMsEC iORA )()(
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where ( )⋅iE  denotes the exponential integral function defined in [157] and )()1( sM γ  is 

the first derivative of MGF. By expressing )( sEi −  as [157 Equation (8.4.11.1)] and 

by putting value Equation (6.10) in the Equation (7.30), we get:  
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By using [157 Equation (8.2.1.35)] along with [157 Equation (8.2.1.14)] and by 

putting ts Ξ= , the integral given in Equation (7.31), can be expressed as: 
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From [157 Equation (2.24.1)], the integral 5I  in Equation (7.32), can be expressed as: 
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By putting 5I  in (7.30), ORAC  can be expressed as: 
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7.3.2 OPTIMAL SIMULTANEOUS  POWER AND  RATE ADAPTATION 

The channel capacity in case of optimal simultaneous power and rate adaptation 

policy is evaluated numerically by using standard software like Mapple and 

Mathematica similarly as discussed in Chapter 5. To obtain the optimal cut-off SNR, 

oγ , we need to solve MMGF based Equation (5.34) as given below.  
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By substituting value of ),s(M̂ 0γ from Equation (7.13) in Equation (7.36), we get: 
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where 

( )
( )

dsspsI
p

∫
∞ ++−

− ⎟
⎠
⎞

⎜
⎝
⎛ ++−

Γ=
0

02
12

8 ,
2

12 γβαβα
and                                                  (7.39)                         



101 
 

( )
( )

dsspsI
p

∫
∞ +++

− ⎟
⎠
⎞

⎜
⎝
⎛ +++

Γ=
0

02
12

9 ,
2

12 γβαβα

                                                      
(7.40)

                        

By putting the value from [157 Equation (8.4.16.2)] along with [157 Equation 

2.24.2.1] in Equation (7.39), 8I  can be written as: 
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Similarly,  
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By substituting value of 8I  and 9I from Equation (7.41) and (7.42), respectively to 

Equation (7.38), we get: 
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For the evaluation of integral 7I , )( oγoutP  evaluated is evaluated first. From Equation 

(5.51) along with (6.8), )( oγoutP   can be expressed as:             
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By replacing ( )⋅βK as [157 Equation (8.4.23.1)] and applying [157 Equation 2.24.2.3] 

in the Equation (7.44) can be expressed as: 

( )( )

⎥
⎦

⎤
⎢
⎣

⎡
−+−

+−
ΓΓ

Ξ
−=

+

2/2/2/)1(
2/)1(1

31
03

)()(
1)(

21

ββα
αγ

γ
α

G
kmM

Pout
o

o                            (7.45) 

From Equation (7.37), integral 7I  can be expressed as:       
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By putting result 6I and 7I  in Equation (7.35), we get: 
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In order to get optimal cut-off SNR, oγ , Equation (7.47) is evaluated numerically. 

7.3.3 CHANNEL INVERSION WITH FIXED RATE 

The channel capacity for channel inversion with fixed rate ( CIFRC ) scheme by using 

MGF based approach is used to obtain Equation (5.47), which is: 
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For evaluation of I10, by substituting the value )s(M  from Equation (6.10) to the 

Equation (7.48), we get:  
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By putting t = 1/s in Equation (7.49) and by using [157 Equation 2.24.2.1], Equation 

(7.49), can be expressed as:  
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So now the channel capacity for channel inversion with fixed rate scheme is:                                        

For M = 1 and if m is an integer in the Equation (7.50), we get:   
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The above Equation is similar with [113 Equation (29)] and [114 Equation (27). The 

approach for the derivation of this Equation has been discussed in [113] and [114] is 

quite complicated where as the approach presented in chapter is very simple. 

 

7.3.4 TRUNCATED CHANNEL INVERSION  

The channel capacity for TCIFRC  scheme is evaluated by using Equation (5.54) as:

 
   

 From Equation (7.43) and from (7.45), CTCIFR  canbe expressed as 

 

 
 

( )
( )

( )

( )
( )

( )

( )( )

⎥
⎦

⎤
⎢
⎣

⎡
−+−

+−
ΓΓ

Ξ

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜

⎝

⎛

⎟
⎟
⎟
⎟

⎠

⎞

⎟
⎠
⎞

⎜
⎝
⎛ ++−

+Γ

⎟
⎠
⎞

⎜
⎝
⎛ ++−

Γ
Ξ

++Γ
−

⎜
⎜
⎜
⎜

⎝

⎛

⎟
⎠
⎞

⎜
⎝
⎛ +−−

+Γ

⎟
⎠
⎞

⎜
⎝
⎛ +−−

Γ
Ξ

+−ΓΓΓ

+=
+

+++∞

=

++−∞

=

∑

∑

2/2/2/)1(
2/)1(1

31
03

)()(

2
211

2
21

)1(!
2

2
211

2
21

)1(!
2

sin)()(
1

11log
21

2
12

0

2
12

0

2 ββα
αγ

βα

βα

β

βα

βα

βπβ

α

βα

βα

G
kmM

p

p

pp

p

p

ppkmL

C

p

p

p

p

TCIFR
o

                       (7.64) 

                                                                                                        

7.4 RESULT AND DISCUSSION 

In this section, we have presented some numerical results for the channel capacity 

with MRC diversity over generalized-K fading channel. The proceeding performed 
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under infrequent light and frequent heavy shadowing. The corresponding slandered 

deviations (σ ) of lognormal shadowing is 0.115 to 0.806, respectively. The parameter 

k for generalized-K fading can be computed by using moment matching approach 

[114, 169], that lies from k = 1.093 to k = 75.11. Figure 7.1 shows the channel 

capacity for optimal rate adaptation (CORA) versus SNR (γ ) in case of heavy 

shadowing (k = 1.0931, m = 2) and light shadowing (k = 75.11, m=2). As the M 

increases form M = 1 to M = 3 channel capacity improves significantly. Figure 7.2 

shows the plot of channel capacity for optimal rate adaptation (CORA) versus fading 

parameter for various values of average SNR per branch such as (γ ) = 5 dB, 10 dB 

and 15 dB. From the figure it is clear that as fading parameter increases, the channel 

capacity improves slightly and it becomes constant after certain value. Figure 7.3 

depicts the channel capacity for optimal rate and power adaptation ( OPRAC ) versus 

SNR (γ ) plot in light shadowing (k = 75.11, m =2) and heavy shadowing (k = 

1.0931, m = 2) for M = 1, 3. By focusing on the effect shadowing, particularly in case 

of heavy shadowing (k =1.0931) the channel capacity degrades significantly as shown 

in Figure 7.3 and it improves with the increase of M. Figure 7.4 shows the channel 

capacity for channel inversion with fixed rate )( CIFRC as a function SNR (γ ) for light 

shadowing (k = 75.11, m =2) and heavy shadowing (k = 1.0931, m = 2).  

For heavy shadowing, the channel capacity )( CIFRC improves less with increase of 

SNR (γ ) and for light shadowing )( CIFRC  increases rapidly. Figure 7.5 shows the 

plot of channel capacity for channel inversion with fixed rate )( CIFRC  versus fading 

parameter, m, for various values of the average SNR per branch such as (γ ) = 5 dB, 

10 dB and 15 dB. The channel capacity improves slightly with increase of fading 

parameters and it becomes constant after certain values of m. Figure 7.6 shows 

dependence of Channel capacity with truncated channel inversion )( TCIFRC on cutoff 

SNR )( 0γ , for various values of SNR (γ ) and shadowing, k. All curves shows that 

)( TCIFRC is maximized for an optimal value of cutoff SNR and optimal cut-off rate 

increases with the increase of SNR (γ ). Figure 7.7 shows the dependency of channel 

capacity with truncated channel inversion )( TCIFRC on MRC diversity receivers at 

various values of shadowing, as the number of diversity receivers increases the 
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channel capacity improves significantly. In the Figure 7.8, comparison of the channel 

capacity of proposed MGF based method and PDF based method [113] for various 

value of shadowing parameters and diversity receivers is shown.  
 

         
Figure 7.1 The channel capacity for optimal rate adaptation (CORA) versus SNR for heavy 

shadowing (k = 1.0931) and light shadowing (k = 75.11). 

 
 

Figure 7.2 The channel capacity for optimal rate adaptation (CORA) versus fading parameter.   
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The PDF based approach which is discussed in detail in [113] is only valid for fixed 

value of the shaping parameter (i.e. m = 2) but the MGF based proposed method 

discussed in this chapter is valid for any arbitrary chosen values of the shaping 

parameter m.  

 
Figure 7.3 The channel capacity for optimal rate and power adaptation )( OPRAC versus SNR 

plot for heavy shadowing (k = 1.0931) and light shadowing (k = 75.11).       

 
Figure 7.4 The channel capacity for channel inversion with fixed rate )( CIFRC  versus SNR 

for light shadowing (k = 75.11) and heavy shadowing (k = 1.0931). 
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Figure 7.5 The channel capacity for channel inversion with fixed rate )( CIFRC  versus fading 

parameter.  

 

Figure 7.6 The channel capacity with truncated channel inversion )( TCIFRC  versus cut-off 

SNR )( 0γ , MRC diversity (M = 1). 
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Figure 7.7 The channel capacity with truncated channel inversion )( TCIFRC  versus MRC 

diversity, cutoff )( 0γ = 10 dB and average SNR )(γ =15 dB for various values of shadowing 

parameters. 

 

 
Figure 7.8 Comparison of channel capacity for optimal rate adaptation (Cora) with proposed 

method and PDF based method [113].  
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Figure 7.9 Comparison of the channel capacity for optimal rate adaptation (Cora)) with 

proposed method and PDF based method [114].  

The Figure 7.9 shows the comparison of channel capacity of the proposed MGF 
based method and PDF based method as reported in [114]. The PDF based method in 
approximates (Cora) at a = 1 and also approach is valid only for non-integer value of k 
and m. 

7.5 CONCLUSION  

In this Chapter, we have obtained the mathematical expression for the marginal MGF 

for generalized-K fading channel with M-branch MRC diversity. Also, the obtained 

marginal MGF function is used to evaluate channel capacity under different 

adaptation policies. We derived the expression of channel capacity with optimal rate 

adaptation (CORA) which valid for arbitrary value of the shaping parameters k and m. 

We also derived expression for capacity for channel inversion with fixed rate (CCIFR). 

The CORA and CCIFR is very easily calculated using MGF based approach and for M = 

1, CCIFR is calculated by using Equation (25) is similar with [113 eq. 29] and [114 eq. 

27]. In this work, we also derived marginal MGF based channel capacity for truncated 

channel inversion )C( TCIFR  and for optimal rate and power adaptation ( )OPRAC  schemes 

for Generalized-K fading channel, which is novel and can be applied to other fading 

channels also.  
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CHAPTER - 8 

 

CONCLUSION AND FUTURE SCOPE 

 

Physical layer design is a very important part of the communication system and has a 

profound impact on the feasibility of the communication processes at the higher 

layers. OFDM-based transmission is a promising candidate to achieve high data rates 

via collective usage of a large number of subcarrier bands. This modulation technique 

allows digital data to be transmitted over a radio channel by using a large number of 

narrow bandwidth subcarriers and offer several advantages over other transmission 

technologies such as high spectral efficiency, robustness to fading channel, immunity 

to impulse interference, and capability of handling very strong multi-path fading and 

frequency selective fading without having to provide powerful channel equalization. 

However, one of the major disadvantages of OFDM communication is its sensitivity 

against carrier frequency offset, which causes inter-carrier interference and degrades 

the performance of the system. The carrier frequency offset is caused by the mismatch 

of frequencies between the oscillators of transmitter and receiver, or by the Doppler 

spread due to the relative movement between the transmitter and receiver as well as 

phase noise arises predominantly due to imperfections of the local oscillator in the 

transceiver. However, the ICI induced by phase noise and timing offset can be 

completely compensated or corrected. Since the Doppler spread or frequency shift is 

random, so we can only mitigate its impact in the system. A simple and most effective 

method, which is known as self-cancellation scheme, reduces the ICI at the cost of 

transmission rate with little additional computational complexity.  

In this thesis, we have investigated an efficient ICI cancellation technique and 

developed a novel mathematical model to improve the bit-error-rate and carrier-to-

interference ratio compared to the other techniques as reported in literature. In the 

proposed OFDM system, at the transmitter, IFFT is performed for first part of the data 

and FFT for the second part of data. At the receiver, FFT is performed for first part of 

the data and IFFT for the second part of data. These combined operation forms an ICI 

cancellation scheme for the OFDM system. We analyze the subcarrier index before 
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and after cancellation of the frequency offset and discuss the carrier-to-interference 

ratio. The average carrier-to-interference power ratio is used as the ICI level indicator 

and theoretically carrier-to-interference ratio expression is derived for the proposed 

scheme. The proposed scheme provides significant carrier-to-interference ratio 

improvement, which has been studied theoretically and supported by simulations. 

A repeated correlative coding scheme is also proposed to combat ICI caused by the 

frequency offset in OFDM communication systems. This proposed scheme combine 

two ideas of the well-known methods, which are the coding of adjacent subcarriers 

with antipodal of the same data symbol (ICI self-cancellation) and correlative coding. 

A mathematical expression for the carrier-to-interference ratio by using this proposed 

repeated correlative coding scheme is derived. The carrier-to-interference ratio for 

proposed scheme is significantly improved compared to the correlative coding as well 

as self-cancellation scheme. The bit-error-rate of proposed scheme is also compared 

with the ICI self-cancellation scheme and correlative coding scheme, which is 

comparable to that of the ICI self-cancellation scheme and much better than 

correlative coding scheme. The proposed theoretical analysis and simulation results 

prove that the ICI caused by multicarrier frequency offset can be cancelled efficiently 

by using the proposed repeated correlative coding scheme for the OFDM 

communication system. However, to statistically model the wireless channels, it is a 

very common practice to consider two independent propagation models, the small-

scale propagation model for random amplitude and phase variations and large-scale 

propagation model for power (shadowing and path loss) variation. Several 

distributions have been discussed to model the small-scale fading such as the 

Rayleigh, Rician and Nakagami-m in detail. The Rayleigh and Rician distributions are 

used to characterize the channel envelop of faded signal over small geographical areas 

or short term fades.  

Recently, the Nakagami-m fading channel model has received considerable 

attention due to its great flexibility and accuracy. In studying the performance of 

wireless communication system, it is usually assumed that two signals are 

independent of one another, however, there are number of real-life scenario in which 

this assumption is not valid. Therefore, the effect of correlated fading on the 

performance of a diversity combining receiver has received a great deal of research 
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interest. We have analyzed the performance of correlated Nakagami-m fading channel 

by using the maximal-ratio combining diversity at the receiver. A closed-form 

mathematical expression is derived for the average bit-error-rate, symbol-error-rate 

and outage probability for various modulation scheme in terms of the higher 

transcendental function such as Appell hypergeometric function by using the well-

known moment generating function based approach with arbitrary fading index for 

OFDM communication systems. The diversity path greater than two (M ≥ 2) at the 

receiver hence the average bit-error-rate performance of the OFDM system is 

improved significantly. The proposed mathematical analysis is used to study various 

novel performance evaluation results with parameters of interest such as fading 

severity and correlation coefficients, which is very significant for the design 

consideration of the OFDM communication systems.  

In the wireless communication systems, the multipath fading of the signal is 

important phenomena, which limits the channel capacity. We have investigated the 

marginal moment generating function (MMGF) for the correlated Nakagami-m fading 

channel by using maximal-ratio combining diversity scheme at receiver for the 

computation of the channel capacity for various adaptive transmission schemes such 

as: 1) optimal simultaneous power and rate adaptation, 2) optimal rate adaptation with 

constant transmit power, 3) channel inversion with fixed rate, and 4) truncated 

channel inversion with fixed rate. An analytical expression for the channel capacity as 

a function of signal-to-noise ratio over the correlated Nakagami-m fading channel 

with maximal-ratio combining diversity at the receiver is obtained, which is valid for 

arbitrary value of the fading parameters. We have also analyzed the effect of 

correlation on the channel capacity. Due to their simple forms, these results offer a 

useful analytical tool for the accurate performance evaluation of the various 

communication systems of practical interest. In addition to multipath fading, the 

quality of signal in the wireless communication environment is also affected due to 

shadowing from various obstacles in propagation path. The Nakagami-m and 

Rayleigh-lognormal (Suzuki) are well known composite statistical distribution to 

model the multipath fading and shadowing. The Gamma probability density function 

(PDF) was proposed for shadowing instead of the lognormal and the resultant PDF is 

called generalized-K distribution for the shadowed fading channel and the K-
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distribution when the short term fading is modeled by using the Rayleigh instead of 

the Nakagami-m PDF. The K-distribution is derived as a special case of the 

generalized-K distribution by letting m = 1. The generalized-K distribution fading 

model characterizes the confined effect of fast and slow fading in the received signal 

by using two shaping parameters.  

We have also investigated a simple and novel MMGF based channel capacity 

analysis approach over generalized-K fading channel with maximal-ratio combining 

diversity. Initially, an analytical expression for the MMGF of received signal-to-noise 

ratio with M-branch maximal-ratio combining diversity is obtained and utilizes it to 

derive the mathematical expression for the channel capacity under the different power 

and rate adaptation policies for arbitrary value of shaping parameters. The result of 

proposed methods is compared with other reported literature to support the analysis. 

We have derived the expression for the channel capacity with optimal rate adaptation 

(CORA) which is valid for arbitrary values of the shaping parameters k and m. 

Moreover, we derived an expression for the capacity for channel inversion with fixed 

rate (CCIFR). The CORA and CCIFR are very easily computed by using the MGF based 

approach. We also derived the marginal MGF based channel capacity for truncated 

channel inversion with fixed rate )( TCIFRC  and channel capacity for optimal rate and 

power adaptation )( OPRAC  schemes for the Generalized-K fading channel, which is a 

simple and novel approach that can be applied to other fading channels also.  

Multicarrier techniques, such as OFDM support huge data rates that are robust to 

channel impairments. However, with a growing demand for spectrum access, it may 

be difficult for any single transmission to obtain a large contiguous frequency 

spectrum block in dynamic spectrum access environment. Spectrum management is 

further complicated when considering world-wide operations. Moreover, there might 

be measurement-based controls on the spectrum usage, such as temporal, spectral, or 

energy characteristics, that would constrain the availability of the contiguous 

frequencies. Currently, spectrum allotment operates by providing each new service 

with its own fixed frequency block. Demand for access to spectrum has been growing 

dramatically, and is likely to continue to grow in the foreseeable future. OFDM-based 

transmission is a promising candidate for a flexible spectrum pooling system in 

dynamic spectrum access environment, where the implementation achieves high data 
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rates via collective usage of a large number of subcarrier bands. This modulation 

technique allows digital data to be transmitted over a radio channel by using a large 

number of narrow bandwidth subcarriers. Usually, these subcarriers are regularly 

spaced in frequency, forming a contiguous block of spectrum. Moreover, it is possible 

to turn-off subcarriers corresponding to the spectrum occupied by the incumbent users 

in order to avoid any interference to existing transmissions, thereby enabling 

secondary utilization of the unused portions of the spectrum to improve the spectrum 

utilization efficiency as well as mitigate apparent spectrum scarcity problem. The 

growing interest of studying OFDM-based cognitive radios is due to the apparent 

scarcity of the large spectral bandwidth for high data rate communications. OFDM 

based cognitive radios can handle this apparent spectrum scarcity and enable high 

data rate communications utilizing aggregate non-contiguous bands of spectrum.  
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