Q6 @E‘;é_féhe least-squares solution of the system Az = b: CO-3 10
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N Q}, <7 | Determine the singular value decomposition of A = 0o 1l- CO-3 10
w:} Q8 | Consider the following data representing the number of hours stud- | CO-4 10
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Q.No | Question SN CO | Marks
Q1 | Determine whether the following sets are subspaces of R®: C0-1 7

(a) The set of all vectors (z,y, 2) satisfyin £E2/+ y? + 22 = 0.
(b) The set of all vectors (z,y, ) such AP — 2y + 2 =0

Q2 [ Show that the polynomials f(£) = 1’ é,Q =t-1, and A(t) = £* | CO-1 8
form a basis for the vector space polynomlals of degree at
most 2. Hence, find the dlmensm@ he space.

1 3

1 2
Q3 | Let W be the subspace oynned by wy = [0} and wy = [1] .| co-2 10

Find a basis for W+ azidiétermine dim(W+).

s
Q4 | Given the matri é i :; , find the null space of A and | CO-2| 10

determine its r4nk and nulhty

2
Q5 |Letu= ﬁ;PPV = [ } and w = [l] . Find the orthogonal | CO-2 10
3

n of w onto the subspace spanned by u and v.

ied (x) and the corresponding marks obtained (y) by three students:

Hours Studied (z) | Marks Obtained (y)
1 ‘ 2
2 4
3 6

(2) Compute the covariance matrix.

(b} Identify the principal components of the data.
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