JAYPEE UNIVERSITY OF INFORMATION TECHNOLOGY, WAKNAGHAT
TEST -2EXAMINATION- 2025
B.Tech-V Semester (CSE/IT)

COURSE CODE (CREDITS): 25B1WCIS11 (2) MAX. MARKS: 25
COURSE NAME: PROMPT ENGINEERING ‘
COURSE INSTRUCTORS: VANI SHARMA MAX. TIME: 1 Ho %)&l\/ﬁn

Note:(a)All questions are compulsory.
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(b) The candidate is allowed to make Suitable numeric assumptions wh iy

&7, uzred for
solving problems. vﬁ #
AN
(c) The use of calculator is allowed, {’%M :
Q.No Question Wé CO | Marks
Q1 Consider a document containing 100 words wheggeiftt the word cat| 2 [3]

word cat appears in one thousand of these, N

appears 3 times. Now, assume we have 10 mﬂé%/ abnts, and the
IDF, and (c) TF-IDF.
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Q2 Explain in detail the concepts o tlon mechanisms in| 2 [6]
Transformer models. Discuss thor(m "W query, key, and value
vectors interact to compute attent1 pﬁl'qvq b111tles

43-’7& %,
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Q3 a) Discuss the limitatio %ﬁi‘ﬁﬁﬁentxon that lead to the inclusion of | 2 [3+2]
additional componcnt ¥ansformer architecture.

b) How does mﬁk‘gd decodmg prevent information leakage during
language mgffél trainiph?

Q4 dtare'th Taain components of a GRU, and how does it solve the | 2 [3]
gﬁgbl}ﬁ”&o traditional RNNs?
[, %

Q5% | Arlanguage model at one decoding timestep assigns the following 2 [3]

@,

‘3,1 probabilities to 5 candidate tokens (already softmaxed):

Token Probability
A 0.40
B 0.25
C 0.15
D 0.12 |
E 0.08 N
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() For top-p = 0.8, determine the nucleus set (the smallest set of
tokens whose cumulative probability > p).

(b) Renormalize the probabilities over the nucleus and show the
resulting sampling distribution.

Q6.

a) What is the main purpose of instruction tuning in large language | 3

models?

b) Suppose you are building a document-based QA system g -.
prompt chaining,

« Outline the sequence of prompts you would design i(e.
retrieval — summarization — answer generatich
« Explain how chaining improves transparengy
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