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Note: (a) 4l questions are compulsory.
(b The candidate is allowed to make Suitable numeric assumptions wherever required

Jfor solving problems

0.No Question

Q1 Draw a LSTM cell and show input, forget and output gates. tl@n alI 4 5
equations that leads to calculation of cell state and hidden state. :

Q2 Draw a cell of GRU and show appropriate gates. Menti ﬂ@! equations |4 4
that convert input to GRU cell to output. l%%s

Q3. | Whatis Backpropagat;on Through Time (BPTT)? g; yesequations of 4 6
parameiers update via BPTT for a small netwe our cholce for at
least three time steps.

Q4. | Mention problems with RNNs and the;r@&%@ns 4 2

Qs Convolve a 6by6 identity matrix wit} zgg-‘?iﬂenttty matrix. Mention | 3 2
all dlmensmns of matrices mvolv%

'?% 4

Q6 CONV-K-N denotes a conv Ollltl i\} ayer with N filters, each themn of size KxK, 8

Padding and stride pmam re always 0 and 1 respectively. POOL-K

indicates a K x K pooling ﬁ%mth stride K and padding 0. FC-N stands for a
fully-connected layer w:th N rons .

& 49’” .
Layer A\ #Activation map | Number of Number of biases
~f |, dimensions weights

INPUT\%{ J 128 x 128 x 3
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