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Note:(a)All questions are compulsory.

(b} The candidate is allowed to make Suitable numeric assumptions wherever required

Jor solving problems
Q.No Question
Q1 (a) Define a vector and explain any three operations that can be performed’
onvectors. Give one real-world example of vector use in data science
(byIf
u=(2,-13)andv = (1,4,2),
find:
Lu+v
il. 2u — 3v
ifi. The dot productu - v.
Q2 Define basisand dimension. Explain their i 1mp0rtance in epresentmg data in lower- | CO2 | 243

dimensional spaces.
(b) Find the basis and dimension of the subspace §
S = {(1,2.3), 246)

Q3 (a) Define linear transformationand explairi-how it'can be represented by a matrix. CO3 | 243
(b) Let :

T:R?* - R? be deﬁn as T(x,y) = (x + 2y, 3% + 49).
Find the matrix representation of Tand compute T(1, 2).

Q4 Define eigenvalue and elgcnyector"'Explam their significance in data science or CO3 | 2+3
machine learning apphcatlons
(b) Find the mgcnvalues and eigenvectors of the matrix

4 1
ero vector can be part of a basis. {True/False) CO2- |5

" Aset of vectors is lingarly independent if no vector is a linear combination | 3
_ofothers. (True/False)

“The number of vectors in a basis is called the of the vector
space.

- Every subspace of a vector space must contain the veetot.
The matrix of a linear transformation depends on the choice of
Eigenvectors corresponding to distinct eigenvalues are always

A matrix is diagonalizable if it has enough linearly eigenvectors.
The process of expressing a vector as a combination of basis vectors is
called .
IX. A transformation Tis linear if T(au + bv) = aT(u) + bT(v). (True/False)
X. The determinant of a diagonal matrix is the of its diagonal
elements.
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