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assumptions wherever required for solving problems.

Q. No

Question

1.

(a) Discuss Multiple Regression Analysis along with _s_}hsﬁlmﬁtwns
Also, mention what does the coefficient of deter@jtlon (R?)
mdlcate in a multiple regressxon model?

&

regression?

Explain the term ‘multicollinearity’ with a Sﬁngle X afﬁlple and mention its
consequences. . g?*m} %,

CcO

Differentiate between the ‘homoscedastlclty and
‘heteroscedasticity’.  Discuss G‘of eld Quandt test of  detecting
heteroscedasticity. N

€O

 the factors influencing the annual sales
“firms. The following explanatory variables

XL Acgyernsmg expenditure (in ¥ million)

X2: Reséqrch and Development (R&D) expenditure (in ¥ million)
"N%ﬁpber of employees (in hundreds)

Cﬁpamty utilization rate (in %)

Capltal investment (in T million)

X6: Export ratio {exports as % of total sales)

* W, s o ®

T,
ing a sample of 20 firms, the following regression results were obtained

using EViews:
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Dependent Variable: ¥ (Sales Revenue in € million)

Variahle Coefficient Std. Error -Satistie Prob
¢ a3 85210 250 0021
K iy 45 20
Xy 3154 2842 110
X ‘8475 3205 2645
X 1225 0562 2180 004
% 0854 V1B 048 0631
Xs 575 %% 41% 0000
“Statistic _ Value
- Resquared ' 0.962
Adjusted R-squared 0.943
S.E. of regression 8462
. ¢ /,:3
Answer the follo¥Wing quéﬁions:

< L

(2) Wg;t”ég% ¢ 'é%ti%ﬁated regression equation for the model.
(b) ri)Nﬁigh,%%lanatory variables are statistically significant at the 5%
2 Teyel? Justify your answer using the t-statistic or p-values.

A (c}* trpret the meaning of coefficients X;, X3, and X, in the context
1%, of'the study.
“td) Comment on the explanatory power of the model using R? and
" adjusted R2.

1+2+
1+1=

9 Provide a detailed understanding of the term ‘autocorrelation’. Discuss
Durbin-Watson test of detecting autocorrelation.

co
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