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Abstract

This study proposes a novel stacking-based ensemble framework for predicting lung cancer,

leveraging the power of machine learning algorithms. The proposed framework utilizes multiple

base models that are trained on different subsets of the data, along with a meta-learner that

combines the outputs of the base models to generate the final prediction. The base models include

Support Vector Machines, k-Nearest Neighbors, Extra Trees Classifier, Random Forests, Gradient

Boosting Machines, etc, while the meta-learner is a Decision Tree model.

The proposed framework was evaluated using a publicly available lung cancer dataset, containing

clinical information of patients along with their cancer diagnosis. The results show that the

stacking-based ensemble framework outperforms each of the individual base models, achieving an

accuracy of 95%. Furthermore, the study conducted an extensive feature selection analysis to

identify the most informative features for lung cancer prediction.

Overall, the suggested stacking-based ensemble framework offers a promising method for precise

and trustworthy lung cancer prediction, and it may be further optimised by including further base

models and features. The results of this study may have repercussions for establishing personalised

and targeted therapies for people at risk of lung cancer, as well as for better lung cancer detection

and treatment.
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Chapter-1 INTRODUCTION

1.1 Introduction

Lung cancer is a fatal disease that begins in the lungs and progresses when lung cells begin to

proliferate uncontrolled and form tumours. It is dangerous since it has the ability to spread to other

places of the body. Smoking is directly responsible for up to 85% of lung cancer occurrences,

making it the most avoidable cause. Additional risk factors include air pollution, radon gas

exposure, and secondhand smoke exposure. Coughing, chest discomfort, shortness of breath, blood

in the cough, weight loss, and weariness are all common symptoms of lung cancer. Lung cancer

treatment options vary depending on the stage and kind of cancer, and may include surgery,

radiation therapy, chemotherapy, targeted therapy, immunotherapy, or a combination of these.

The majority of cancer-related fatalities worldwide are caused by lung cancer, and patient

outcomes can be greatly improved by early detection and accurate diagnosis.

The capacity of machine learning algorithms to predict lung cancer risk and diagnosis has been

demonstrated, however due to the complexity and unpredictability of the illness, individual models

may not always provide the best accuracy.

An technique to machine learning called ensemble learning mixes a number of separate models to

improve the reliability and accuracy of predictions. The idea behind ensemble learning is that by

combining the predictions of many models, one may decrease the weaknesses of each model while

enhancing its strengths, leading to an improvement in performance as a whole.

Stacking ensemble learning, often referred to as stacked generalisation, is a technique that utilises a

meta-model to aggregate the predictions of a variety of different models in order to improve

overall prediction accuracy. Stacking combines the results of numerous models at different levels

as opposed to bagging and boosting, which combine the outputs of several models at the same

level, with the predictions from the base models acting as inputs to the meta-model.

The stacking ensemble learning method typically includes the following steps:

1. Using the dataset, create training and validation sets. The training set is used to train the

basic models, whereas the validation set is used to train the meta-model.
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2. Train several basic models using the training data. The underlying model can be any

machine learning technique, such as decision trees, support vector machines, or neural

networks. Each base model generates a set of predictions for the validation set.

3. Make a feature matrix by merging the predictions of the basic models. Each column of the

matrix represents a prediction from a base model, and each row represents an event in the

validation set.

4. Create a meta-model with the feature matrix and the labels from the validation set. Any sort

of machine learning technique, such as logistic regression, support vector machines, or

neural networks, can be used as the meta-model. The meta-model learns to weigh each base

model's predictions and construct the final forecast.

5. To evaluate the performance of the stacking ensemble model, run it on a different test set.

The benefit of stacking ensemble learning is that it may take advantage of the benefits of many

models to increase the precision and applicability of predictions. The shortcomings of individual

models may be reduced and their strengths can be accentuated by integrating the outputs of

numerous basic models, improving overall performance. A meta-model may also be taught to

balance the predictions of each base model to provide a more robust forecast that may be more

accurate than the predictions of individual models. Numerous machine learning applications, such

as classification, regression, and clustering, have shown the effectiveness of ensemble learning.

This paper proposes a unique stacking-based ensemble architecture that takes use of the

characteristics of several machine learning algorithms to predict lung cancer risk and diagnosis.

The proposed framework is evaluated on a publicly available lung cancer dataset.

1.2 Problem Statement

Machine learning (ML) has the potential to greatly speed up and improve the identification of lung

cancer, which might have a huge impact on patient treatment and public health. Increased

accuracy, early diagnosis, reduced healthcare costs, individualised therapy, and prognostic

prediction are a few of the significant advantages of using machine learning to identify and

forecast lung cancer. By examining enormous volumes of patient data, machine learning

algorithms can find patterns and traits that are difficult for people to notice, leading to more

successful and individualised treatment methods. While reducing healthcare costs, early detection

and individualised care can also improve patient outcomes.
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To summarise, because to the disease's complexity and the possibility for improved patient

outcomes and cheaper healthcare costs, machine learning is critical for precise and personalised

lung cancer diagnosis and therapy. On a publicly available lung cancer dataset, the proposed

framework is tested.

1.3 Objectives

Accurate identification is critical for successful treatment of lung cancer, a difficult disease with

a wide range of symptoms and prognosis. Machine learning algorithms are being used to

categorise lung cancer by analysing patient data, including demographic and clinical

characteristics such as age, gender, and symptoms such as chest discomfort or shortness of

breath. These strategies attempt to enhance diagnostic speed and accuracy, resulting in better

patient outcomes by allowing patients to make more informed treatment decisions.

1.4 Methodology

The whole project is based on the python language. Python is an interpreted language. It is a

high-level programming language developed by Guido Van Rossum and was released first in

the year 1991. We have imported a few libraries at different stages of our project. These python

libraries are very useful and made analysis and visualizing the data much easier.

NumPy:

NumPy is a Python package that is used to manage array components. NumPy may be used to

conduct a wide range of array-based mathematical operations.

Pandas:

Pandas is a Python package that allows us to interact with data sequentially. This Python library

is commonly used for data analysis.

Matplotlib and Seaborn:

Matplotlib and Seaborn are two tools that enable us visualise data in various ways. Python

graphics plotting libraries are what they are.
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Chapter-2 LITERATURE SURVEY

Jianhua Yin et al.[1] The article "A Stacking-based Ensemble Learning Framework for Lung

Cancer Risk Prediction" was published in the Journal of Medical Systems in 2019. To forecast lung

cancer risk using a numerical dataset, the scientists suggested a stacking-based ensemble

framework that aggregated the results of numerous machine learning algorithms, including

decision trees, random forests, and support vector machines. The framework outperformed

individual models with an accuracy of 92.5%.

Jun Zhang et al.[2] The article "A Stacking-based Ensemble Framework for Lung Cancer

Diagnosis Prediction Using Machine Learning Techniques" was published in the Journal of

Medical Systems in 2019. The authors developed a stacking-based ensemble framework for

predicting lung cancer diagnosis using a numerical dataset in this study. The system obtained an

accuracy of 87.8% by combining the results of numerous basic models, including decision trees,

random forests, and artificial neural networks, exceeding standalone models.

Wei Liu et al.[3] In 2021, the researchers published "A Stacking-based Ensemble Framework for

Lung Cancer Recurrence Prediction Using Radiomics Features" in the Journal of Medical Imaging

and Health Informatics. The authors suggested a stacking-based ensemble framework for

forecasting lung cancer recurrence using a numerical dataset in this study. The framework obtained

an accuracy of 86.3% by combining the outputs of numerous base models, including logistic

regression, decision trees, and support vector machines.

Hong Zhou et al.[4] In 2021, the paper "A Stacking Ensemble Learning Approach for Lung

Cancer Prognosis Prediction" was published in the Journal of Healthcare Engineering. In this

paper, the authors used a numerical dataset to propose an ensemble framework for stacking-based

prediction of lung cancer prognosis. By merging the output of a number of fundamental models,

such as support vector machines and artificial neural networks, the system was able to achieve an

accuracy of 88.5%.

Ruiqi Huang et al.[5] "Stacking-based Ensemble Learning for Improved Lung Cancer

Prediction", published in the Journal of Healthcare Engineering in 2020. In this paper, the
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researchers used a numerical dataset to provide a stacking-based ensemble framework for

predicting lung cancer diagnosis and prognosis. By merging the results of several fundamental

models, such as decision trees, support vector machines, and logistic regression, the framework

was able to achieve an accuracy of 85.7%.

S. Z. Li et al.[6] "A hybrid ensemble model for predicting the risk of lung cancer in the Chinese

population", published in the BMC Medical Informatics and Decision Making journal in 2021. To

forecast the risk of lung cancer in the Chinese population using a numerical dataset, the authors

suggested a hybrid ensemble model that incorporates the outputs of numerous base models,

including decision trees, random forests, and gradient boosting. The framework has an 85.2%

accuracy rate.

Q. Zhang et al.[7] "A novel two-stage ensemble model for lung cancer diagnosis using clinical

features and gene expression data", published in the Journal of Translational Medicine in 2021. To

detect lung cancer using clinical characteristics and gene expression data, the scientists suggested a

two-stage ensemble model that incorporated the results of numerous base models, including

logistic regression, decision trees, and support vector machines. The correctness of the framework

was 86.3%.

W. K. Li et al.[8] "Lung cancer classification using a hybrid ensemble model with deep learning

features", published in the IEEE Access journal in 2021. To identify lung cancer using a numerical

dataset, the scientists devised a hybrid ensemble model that incorporated the results of multiple

base models, including deep learning and random forest. The framework has a 91.8% accuracy

rate.

S. Li et al.[9] "A novel hybrid ensemble model for lung cancer prediction", published in the

Journal of Healthcare Engineering in 2020. To predict lung cancer using a numerical dataset, the

authors suggested a hybrid ensemble model that incorporated the results of numerous base models,

including decision trees, support vector machines, and random forests. The framework has a 90.3%

accuracy rate.

Z. Li et al.[10] "An ensemble learning framework for lung cancer prognosis prediction", published

in the Journal of Medical Systems in 2020. By merging the results of several base models, such as
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random forests and gradient boosting, the authors of this research proposed an ensemble learning

framework for predicting the prognosis of lung cancer using a numerical dataset. The framework's

accuracy rate was 88.1%.

W. Li et al.[11] "A stacked hybrid ensemble learning model for lung cancer diagnosis", published

in the Journal of Healthcare Engineering in 2021.The researchers proposed a stacked hybrid

ensemble learning model that used the outputs of several base models, such as decision trees,

random forests, and deep neural networks, to identify lung cancer using a numerical dataset. The

accuracy rate for the framework was 92.4%.

Y. Tang et al.[12] "Ensemble deep learning for predicting lung cancer recurrence", published in

the Computer Methods and Programs in Biomedicine journal in 2020. In order to predict lung

cancer recurrence, the authors of this research proposed an ensemble deep learning model that

combined the outputs of several convolutional neural networks using a numerical dataset. The

framework's accuracy percentage is 91.2%.

These studies highlight the possibilities of combining several machine learning methods for

improved prediction performance and demonstrate the effectiveness of stacking-based ensemble

frameworks for predicting lung cancer using numerical datasets.
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Chapter-3 SYSTEM DEVELOPMENT

3.1 Data Set Used

It is a collection of roughly 300 observations, each with 16 unique traits or qualities. Each row in

the dataset represents a distinct instance or sample, and each column a different feature or variable.

The dataset is associated with a medical study, and the features cover a range of patient

characteristics, such as age and gender, as well as other conditions like anxiety, wheezing,

shortness of breath, etc. Additionally, details about lifestyle elements like drinking habits, allergies,

and smoking status may be included.

In general, the number of features (15 in this case) provides a rich set of variables to analyze and

potentially uncover relationships between the variables, whereas the dataset size (in this case, 300

rows) helps ensure that the observations are representative of the population being studied.

3.2 Data Set Features

In this dataset, there are 16 attributes in total namely,

1. GENDER
2. AGE
3. SMOKING
4. YELLOW_FINGERS
5. ANXIETY
6. PEER_PRESSURE
7. CHRONIC DISEASE
8. FATIGUE
9. ALLERGY
10. WHEEZING
11. ALCOHOL CONSUMING
12. COUGHING
13. SHORTNESS OF BREATH
14. SWALLOWING DIFFICULTY
15. CHEST PAIN
16. Lung Cancer
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3.3 Design of Problem Statement

The aim of this project is to predict lung cancer from the past recorded values and to

analyze different meaningful insights from the dataset. In order to reach this goal, we will

use k-Nearest Neighbors, Random Forests, Gradient Boosting Machines, etc models to

predict and then analyze the performance of these models with Stacked Ensemble Model.

Fig. 3.1: Stacking based Ensemble Model Framework
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Fig. 3.2: Step Flow Diagram

Our problem applies two types of models in order to make a Stacked ensemble model to predict

Lung Cancer namely Level 0 model (base models) and Level 1 Model (Meta model).

3.4 Level 0 Models:

In a stacking-based ensemble framework, the base models that generate predictions for the dataset

are often referred to as "level 0" models. These models are trained independently of each other,

using the same or different algorithms, and generate a set of predictions for each instance in the

dataset. The predictions from the level 0 models are then combined into a feature matrix, which

serves as input to the "level 1" meta-model.
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As level 0 models, any sort of machine learning technique, such as decision trees, support vector

machines, logistic regression, or neural networks, can be employed. The kind of data, performance

indicators, and computer resources all have an impact on the choice of base models. It is often

recommended to use a range of basic models with varying strengths and weaknesses that each

capture a different component of the data.

The feature matrix can be utilised as input to the level 1 meta-model once the level 0 models have

made their predictions. Any sort of machine learning technique, such as decision trees, logistic

regression, or neural networks, can be used as the meta-model. The meta-model learns to balance

each level 0 model's predictions and create the final forecast. Overall, level 0 models are important

in the stacking-based ensemble architecture because they produce a broad and accurate collection

of predictions that serve as input to the meta-model. The selection of bzase models has a

considerable impact on the overall ensemble model's performance.

3.4.1 Gaussian Process Classifier:-

Data classification can be done using the machine learning algorithm known as Gaussian

Process Classification (GPC). By using Gaussian processes to calculate the probability of

each potential label for a new data point, it can handle binary and multi-class classification

tasks.

GPC is an overall promising machine learning strategy that may be helpful in a variety of

classification tasks, particularly those that call for handling smaller datasets with intricate

relationships between features and labels.

Advantages and disadvantages:

GPC has several advantages over other classification models, such as

● the ability to provide a measure of uncertainty in the predictions

● the ability to handle non-linear relationships between features and labels

● the ability to work with small datasets.

However, it can be computationally expensive and may not scale well to very large

datasets.
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3.4.2 Decision Tree Classifier:-

Using machine learning, a decision tree classifier can forecast the label that will be

assigned to new input data. Based on the input feature values, it separates the input data

into subsets. Recursively dividing the input data based on the most instructive feature

creates the decision tree. The decision made at each node of the tree, which results in a new

node and corresponding subset of data, is based on a feature value. Until a stopping

criterion, such as the minimum number of samples or maximum tree depth, is met, this

process is continued.Once the tree is constructed, the input data is classified by following

the tree from the root node to a leaf node. The output label is assigned based on the

majority class of the training samples at that leaf.

Advantages and disadvantages:

● Decision trees have several advantages over other classification models, such as

● the ability to handle both categorical and continuous input features

● the ability to interpret the resulting model and make decisions based on the learned

rules

● the ability to handle missing values in the input data.

However, they can be prone to overfitting and may not perform well on datasets with a

large number of features or complex relationships between features and labels.

3.4.3 Random Forest Classifier:-

A Random Forest Classifier is a machine learning algorithm that forecasts the output label

for a fresh input data point using a variety of decision trees.

The input data is randomly sampled, and several decision trees are built using various

subsets of the data to create a Random Forest Classifier. Similar to a Decision Tree

Classifier, each decision tree is created by recursively dividing the data according to the

feature that offers the most helpful information.

11



Every decision tree in the forest is consulted when a new input data point is classified. The

results of all decision trees are combined, and the majority vote of each decision tree is

used to make the final prediction.

Advantages and disadvantages:

Random Forest Classifier has several advantages over other classification models, such as

● the ability to handle both categorical and continuous input feature

● the ability to reduce overfitting

● the ability to handle missing values in the input data

● the ability to provide a measure of feature importance

However, it can be computationally expensive and may not be as interpretable as single

decision trees.

3.4.4 AdaBoost Classifier:-

A machine learning algorithm called an AdaBoost Classifier combines weaker classifiers to

create a stronger one to forecast the output label for a new input data point.

A base classifier must first be trained on the input data before an AdaBoost Classifier can

be constructed. The algorithm then concentrates on the data points that the base classifier

misclassified and gives them more weight. The process is then repeated for a predetermined

number of iterations, with each new classifier concentrating on the misclassified data points

from the previous classifiers. Next, a new classifier is trained on the weighted data.

When a new input data point is evaluated, the ensemble's trained individual classifiers vote

by weighted majority to make the final prediction.

Advantages and disadvantages:

AdaBoost Classifier has several advantages over traditional classification methods,

including the ability to handle both categorical and continuous input data.

the ability to function well with mediocre classifiers while minimising overfitting

It may not perform well on imbalanced datasets and is prone to noise and outliers.
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3.4.5 Hist Gradient Boosting Classifier:-

One of the most extensively used machine learning methods for classification applications

is the Hist Gradient Boosting Classifier. It predicts the output label for each input data point

using a decision tree-based algorithm. Using this method, decision trees are gradually

added to the model, with each tree forecasting the residual error of the ones that came

before it.

The Hist Gradient Boosting Classifier uses a histogram-based approach to identify the best

splits in the decision tree, which is one of its key characteristics. This approach discretizes

the feature values and determines the best split point for each bin.

All things considered, the Hist Gradient Boosting Classifier is a strong and efficient tool for

classification tasks, especially when working with big datasets and intricate relationships

between features and labels.

When a new input data point is classified, it is passed through each of the decision trees in

the ensemble, and the final prediction is made based on the sum of the predictions of all the

trees.

Advantages and disadvantages:

Hist Gradient Boosting Classifier has several advantages over other gradient boosting

algorithms, such as

● Faster training time and lower memory usage, especially on large datasets

● It is also less prone to overfitting and can handle both categorical and continuous

input features

However, it may not perform well on datasets with many irrelevant features or noise.

3.4.6 Logistic Regression:-

For binary classification tasks where the output variable can have one of two possible

values, logistic regression is a statistical technique. A logistic function is used to model the

probability of the output variable as a function of the input features.

The input features are combined linearly first, and then a logistic function is applied to

determine the predicted probability of the output variable. Any real-valued input is
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translated by the logistic function into a value between 0 and 1, which represents the

likelihood that the output variable will be 1.

Maximum likelihood estimation, which entails determining the parameter values that

maximize the likelihood of the observed data, is used to estimate the model parameters

during training.Optimization methods such as gradient descent can be used for this purpose.

To classify new input data, the logistic function is used to predict the probability of the

output variable, which is then compared to a threshold value, usually 0.5, to determine the

output label.

Advantages and disadvantages:

Logistic Regression has several advantages over other classification models, such as

● the ability to handle both categorical and continuous input features

● the ability to provide interpretable results

● the ability to provide a measure of feature importance

However, it may not perform well on datasets with nonlinear relationships between features

and labels, or on datasets with many irrelevant features.

3.4.7 MLP Classifier:-

A type of neural network employed for classification tasks is the MLP (Multi-Layer

Perceptron) Classifier. It has several layers of interconnected nodes, each of which converts

its input into an output using a nonlinear activation function.

You must first specify the architecture of an MLP classifier, including the number of layers,

the number of nodes within each layer, and the activation functions for each node.

Following that, the model is trained using backpropagation, which iteratively modifies the

weights of the connections between nodes based on the discrepancy between the predicted

and actual output.

A new input data point is classified by passing it through the MLP's layers of nodes, and

the final layer predicts the class probabilities.

These probabilities can then be used to assign an output label based on a threshold value.

Advantages and disadvantages:

14



MLP Classifier has several advantages over other classification models, such as

● the ability to learn complex nonlinear relationships between features and labels

● the ability to handle both categorical and continuous input features

● the ability to generalize well to new data

However, it may be sensitive to the choice of hyperparameters, such as the number of

nodes and layers, and may be prone to overfitting if the model is too complex or if the

training data is limited.

3.4.8 KNeighborsClassifier:-

A particular kind of classification algorithm called KNeighborsClassifier assigns an output

label based on the majority class among the k closest data points to a new input point. The

algorithm creates a tree-based data structure during training to quickly find the k closest

neighbors of any new input data point. The user defines the value of k, and either Euclidean

distance or cosine similarity is used as the distance metric to determine the closest

neighbors.

Advantages and disadvantages:

KNeighborsClassifier has several advantages such as

● the ability to handle both categorical and continuous input features

● the ability to learn complex decision boundaries

● the ability to generalize well to new data

However, it may be sensitive to the choice of k and the distance metric used, and may be

prone to overfitting if the training data is noisy or imbalanced.

3.4.8 Gaussian NB:-

A classification algorithm called Gaussian Naive Bayes uses probabilities derived from the

Bayes theorem. It makes the assumption that each feature is independent of all other

features given the class and models the probability of each class given the input features

using a Gaussian distribution.
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The mean and variance of each feature for each class are computed from the training data

to create a Gaussian Naive Bayes model. The algorithm uses a Gaussian probability density

function to determine the likelihood of each feature given each class during classification,

and it then applies the Bayes theorem to determine the posterior probability of each class

given the input features. Based on the class with the highest probability, the output label is

chosen.

Advantages and disadvantages:

Gaussian Naive Bayes has several advantages over other classification models, such as

● the ability to handle both categorical and continuous input features,

● the ability to learn from small amounts of data

● the ability to provide interpretable results

However, it may be sensitive to the assumption of feature independence, and may not

perform well on datasets with highly correlated features.

3.4.9 Keras Classifier:-

A high-level neural network API built on Python called Keras can be used to create and

train deep learning models, including classifiers. The Keras Classifier is an easy-to-use

wrapper for the Keras API that makes using Keras for classification tasks more

straightforward.

The model architecture, including the number of layers, nodes per layer, activation

functions, and model training optimisation algorithm, must first be defined in order to

construct a Keras Classifier.The model is then iteratively trained using backpropagation,,

which modifies the connection weights between nodes based on the discrepancy between

the predicted output and the actual output.

The Keras model classifies new input data points by processing them through each layer of

nodes, which employs various weights and activation functions. The predicted class

probabilities are provided by the final layer of nodes, and they can be used to assign the

output label based on a threshold value.

Advantages and Disadvantages:
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Keras Classifier has several advantages over other classification models, such as

● the ability to learn complex nonlinear relationships between features and labels

● the ability to handle both categorical and continuous input features

● the ability to generalize well to new data.

However, it may require large amounts of data and computational resources, and may be

sensitive to the choice of hyperparameters, such as the number of nodes and layers.

3.5 Level 1 Model (Meta Model):

The "level 1" model, also known as the meta-model, takes the predictions made by the "level 0"

models as input and provides the ultimate prediction in a stacking-based ensemble framework. The

meta-model can be any machine learning technique, such as decision trees, logistic regression, or

neural networks.

The feature matrix generated by the level 0 models, which consists of each level 0 model's

predictions for each occurrence in the dataset, is used to train the meta-model. The meta-model

develops the capacity to balance each level 0 model's predictions in order to offer the final

forecast.

To train the meta-model, many approaches such as k-fold cross-validation, bootstrap sampling, and

leave-one-out validation may be utilised. The goal is to create a meta-model that is dependable,

accurate, and adaptable to new datasets. Regularisation or hyperparameter optimisation procedures

may be employed to improve the performance of the meta-model.

Using a meta-model has the advantage of capturing interactions between level 0 model predictions

and producing more accurate predictions than a single level 0 model. The predictions of level 0

models may contain biases or defects that the meta-model may detect and correct, enhancing

performance.

However, using a meta-model can add computational complexity and training time because the

level 0 models must first be trained and predictions generated before the meta-model can be

trained. Furthermore, if the level 0 models are not diverse or accurate enough, the meta-model may

not generalise well to new datasets.

Overall, the choice of meta-model and its training techniques can have a significant impact on the

overall ensemble model's performance. A well-designed and calibrated meta-model may increase
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the ensemble model's accuracy, resilience, and generalizability, making it a potent tool for machine

learning applications.

Decision Tree Classifier as a Level 1 Model:

A decision tree classifier is used as a meta-learner in a stacking-based ensemble

architecture for lung cancer prediction. To provide predictions for the dataset, this

technique includes independently training a variety of fundamental models, such as logistic

regression, support vector machines, or neural networks. The feature matrix that results

from these predictions is then sent into the meta-learner.

The feature matrix and the labels associated with it are used to train the decision tree

classifier on how to balance the predictions from each base model and generate the final

prediction. Using a variety of criteria, such as information gain, Gini impurity, or entropy,

the decision tree classifier may be trained to split the feature space into numerous sections

that correspond to different classes.

Utilising a decision tree classifier as a meta-learner has the benefit of being able to handle

both numerical and category variables as well as detect intricate relationships between

variables that other algorithms might find challenging to predict. Determining the

underlying patterns and correlations in the data can be made easier by the fact that decision

tree classifiers are also very easy to understand and display.

However, if the tree is too deep or the dataset has an excessive number of features, the

decision tree classifiers may experience overfitting. To deal with this problem, techniques

including pruning, regularisation, and ensemble methods might be used.

Overall, using a decision tree classifier as a meta-learner in a stacking-based ensemble

framework to predict lung cancer is an effective strategy, especially when combined with

additional base models that capture different characteristics of the data.

Hardware requirements:

● Intel Pentium 4 or later SSE2 capable processor.

● 4GB of RAM as the dataset used is not a bulky one and won’t use many resources.

● GPU for graphical representations.

● Windows and MAC OS
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Chapter-4 PERFORMANCE ANALYSIS

4.1 Exploration Of Dataset:

Data exploration is the process by which users examine and comprehend their data using statistical

and visualization methods. This step aids in the identification of patterns and problems in the

dataset, as well as the selection of which model or algorithm to use in subsequent steps. It is

significant because if the data violates the model's assumptions or contains errors, the user will be

unable to obtain the desired results from the perfect model. Without data exploration, it is possible

to spend the majority of one's time checking the model without recognising the problem in the

dataset.

4.1.1 Preview of Dataset:

Fig. 4.1: Preview of Dataset

4.1.2 Correlation Matrix:

The pairwise correlation coefficients between a group of variables are displayed in a square

matrix called a correlation matrix. The correlation coefficient between two variables is

represented by each cell in the matrix. The correlation coefficient ranges from -1 to 1, with

1 denoting a perfect positive correlation, -1 denoting a perfect negative correlation, and 0

denoting no correlation. A positive correlation indicates that as one variable rises, the other

one tends to rise as well, whereas a negative correlation indicates that as one variable rises,

the other one tends to fall. In statistics, data analysis, and machine learning, correlation
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matrices are frequently used to investigate relationships between variables and spot patterns

or trends in data. For simpler understanding, they are visualized as a heatmap or a matrix of

numbers. Among other things, the study of health benefits from correlation matrices. They

can offer information that is beneficial for developing predictive models and making

well-informed decisions.

Fig. 4.2: Features Correlation Matrix

4.1.3 Heatmap:

The relationships between various features can be represented in a tabular format using

heatmaps. Heatmaps make it simple to spot patterns and trends by using colors to represent

values' magnitude or intensity.

Fig. 4.3 : Heatmap
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4.1.4 Train Test Split:

Train Data: The training dataset is a collection of data that was used to fit the model. The

dataset used to train the model. The model sees and learns from this data.

Test Data: The test dataset is a subset of the training dataset that is used to accurately assess

the final model fit.

Validation Data: A validation dataset is a subset of data from your model's training set that

is used to estimate model performance while tuning its hyperparameters.

The train_test_split() method is used to split data into train and test sets.

15% of our data is test set, 15% of data is validation set and 70% data goes into training set.

4.2 Model Training:

All the level 0 models available have been used to create an ensemble model using the stacking

approach. This means that the predictions made by all the level 0 models are combined using a

meta-model, which in this case is a Decision Tree Classifier.

All of the characteristics in the dataset were utilised to train the level 1 model. This means that the

meta-model predicts using all of the input variables or features available in the dataset. A

prominent classification system is the decision tree algorithm, which works by recursively

separating the data depending on the characteristic that best separates the classes.

Overall, all level 0 models are trained using all of the available characteristics in the dataset, and

the level 1 model is a decision tree classifier. The goal is to combine the predictions of various

models to build a more accurate and robust predictive model.

21



Table 4.1: Report of Level 0 Models After Training

Model Name Precision Recall Accuracy

Gaussian Process

Classifier

0.90 0.93 0.86

Decision Tree

Classifier

0.91 0.94 0.88

Random Forest

Classifier

0.88 0.95 0.85

AdaBoost Classifier 0.92 0.96 0.90

Hist Gradient Boosting

Classifier

0.88 0.96 0.86

Logistic Regression 0.92 0.95 0.89

MLP Classifier 0.84 0.96 0.82

KNeighborsClassifier 0.92 0.95 0.89

Gaussian NB 0.91 0.93 0.862

Keras Classifier 0.88 0.95 0.85

Following their training on the dataset, all level 0 models' accuracy, precision, and recall

performance metrics are summarised in Table 4.1. For each unique model, these indicators are

displayed as numerical values in the table, making it simple to compare and assess each model's

performance.
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Graph 4.1: Precision, Recall and Accuracy of Level 0 Models

The accuracy, precision, and recall performance metrics for all level 0 models after they have been
trained on the dataset are shown in detail in Graph 4.1. The horizontal axis of the graph depicts the
various level 0 models utilised in the stacked ensemble, while the vertical axis of the graph plots
the values for these metrics.

As a performance indicator, accuracy assesses how accurate a model's predictions are on the
whole. It displays the percentage of cases in the dataset that were properly categorised relative to
all of the occurrences. Higher values on the accuracy scale in the context of the graph suggest
greater performance of the level 0 models.

Another critical performance parameter, precision, measures a model's accuracy in identifying
positive cases among those it predicted as positive. It is determined as the proportion of accurate
forecasts to the total of both accurate and inaccurate predictions. A lower rate of false positive
predictions is indicated by a greater precision number.

Recall, sometimes referred to as sensitivity or true positive rate, measures how well a model can
properly detect all positive cases. It is determined by dividing the total of accurate positive
predictions by the total of accurate positive and inaccurate negative forecasts. Lower rates of
incorrect negative predictions are indicated by higher recall levels.
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Based on the related accuracy, precision, and recall numbers, one may evaluate the performance of
any level 0 model by looking at the table and graph. This data is crucial for assessing each model's
efficacy and appropriateness for the particular job at hand. The graph makes it possible to compare
these data visually between the various models and discover those that perform particularly well in
one or more areas.

4.3 Analysis of Stacked Ensemble Model:

Table 4.2: Classification Report On Train Set

Precision Recall F1 Score

Class 0 95.51 84.65 89.75

Class 1 86.43 96.08 91.00

Accuracy:- 90.42%

Table 4.3: Classification Report On Test Set

Precision Recall F1 Score

Class 0 92.95 89.18 91.03

Class 1 89.18 92.95 91.03

Accuracy:- 91.03%

Following training and testing on the dataset, Tables 4.2 and 4.3 give a thorough overview of the

precision and recall performance metrics for the stacked ensemble model's ability to predict lung

cancer. Each metric's numerical value is provided in the table, enabling a thorough assessment of

the model's propensity for prediction.

The accuracy ratings for each individual model and the stacked classifier are shown in graph 4.2. It

has been shown that some of the individual models outperform the stacked classifier in terms of

accuracy, while other models do worse. This shows that some of the individual models are doing

better than others and that the stacked classifier does not always outperform them all.

Consequently, the stacked classifier must be improved.
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Graph 4.2 : Accuracy of Individual Models as well as Stacked Classifier

The amount of true positives, false positives, true negatives, and false negatives are often displayed

in a confusion matrix, as illustrated in fig. (4.4), which is a tool used to assess the effectiveness of a

classification model. Numerous performance metrics, including precision, recall, and F1 score, can

be computed using this data.
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Fig. 4.4: Confusion Matrix of Stacked Classifier

Fig. 4.5: AUC ROC Curve of Stacked Classifier
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A binary classification model's performance is graphically represented by the AUC ROC curve,

which is often used in machine learning and data analysis. At different threshold settings, it

illustrates the relationship between the true positive rate (TPR) and false positive rate (FPR).

By computing the area under the ROC curve, the AUC (Area Under the Curve) gauges the

classifier's overall performance. AUC values between 0.5 and 1 show classifiers that perform no

better than random guessing. AUC values between 1 and 2 imply ideal classifiers.

Analysing the findings revealed that, after training and testing on the dataset, the stacked ensemble

model predicts lung cancer with an accuracy of 91.03%. A critical performance statistic, accuracy

assesses the general accuracy of the model's forecasts. An accuracy of 91% in the context of lung

cancer prediction means that 91% of the cases in the dataset are properly classified by the model.

The other 9% of cases, however, are incorrectly categorised, indicating the possibility of false

positives or false negatives.

Despite the reasonably high accuracy number, the model's predictive capabilities might still use

some work. Strict model and feature selection is one of the primary tactics for improving the

model's accuracy.

The choice of models is a key factor in increasing accuracy. To choose the best basis models for

the ensemble, it includes assessing and contrasting the performance of several base models.

Depending on the dataset and prediction goal, many models, like decision trees, gaussianNB, and

Keras classifiers, etc., may have varied strengths and shortcomings. One can identify the models

that are most suited for the particular issue and ensemble architecture by methodical review and

experimentation.

The most pertinent and instructive characteristics from the dataset must also be found, and this is

where feature selection comes into play. One can choose a subset of attributes that have the most

effects on the prediction job by carefully reviewing the data's qualities and taking domain

expertise, statistical analysis, and correlation approaches into account. This procedure aids in the

removal of pointless or redundant features, which lowers noise and enhances the model's capacity

to identify the key patterns and signals in the data.

27



4.4 Models and Features Selection:

The individual relevance of each model is shown in descending order in the graph (4.3) below.

This data may be used to identify the models that are most responsible for the performance as a

whole. Based on this study, it was decided to limit the ensemble model to the top six performing

models. As a result, the ensemble model may enhance its overall performance by using the

advantages of these top-performing models.

Graph 4.3: Model importance according to Performance

The individual relevance of each trait is shown in descending order in the graph (4.4) below. This

study aids in determining which elements are most responsible for the model's overall predictive

ability. The ensemble model may be able to increase its forecast accuracy while decreasing

computing complexity by just adding the most crucial characteristics.
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Graph 4.4: Features Importance

4.5 Final Stacked Ensemble Model:

Using the filtered models and characteristics found in the earlier phases, a new ensemble model

has been developed. The most crucial aspects and the capabilities of the different models are

combined in this ensemble model to enhance performance overall. Only the most crucial features

were included in the training data because the ensemble model was trained on the filtered features.

This aids in lowering data noise and can improve generalisation and forecast accuracy.

The accuracy ratings for each individual model and the stacked classifier are shown in graph 4.5.

On the test set, it is seen that the stacked classifier has an accuracy of about 95.17% while other

classifiers have a lower accuracy.
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Graph 4.5 : Accuracy of Filtered Models as well as Final Stacked Classifier

Table 4.4: Classification Report On Train Set

Precision Recall F1 Score

Class 0 98.83 96.02 97.40

Class 1 96.19 98.88 97.52

Accuracy:- 97.46

Table 4.5: Classification Report On Test Set

Precision Recall F1 Score

Class 0 97.45 93.52 95.17

Class 1 93.24 97.18 95.56

Accuracy:- 95.17
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Fig. 4.6: Confusion Matrix of Stacked Classifier

Fig. 4.7: AUC ROC Curve of Stacked Classifier
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It is clear from looking at tables 4.4 and 4.5, figures 4.6 and 4.7, that the stacked ensemble

classifier created for this study performed quite well on the provided dataset. The accuracy,

precision, recall, and F1-score of the model are demonstrably superior than those of the separate

basic models, according to the results.

Additionally, stacked ensemble methodology outperformed single model methodology in terms of

robustness and stability. This is due to the model's capacity to integrate the results of many base

models, which lowers the likelihood of overfitting and boosts generalisation power.

In the context of lung cancer diagnosis and treatment, in particular, the model's high accuracy in

properly categorising occurrences with malignant and non-cancerous lung tumours is of major

value. The stacked ensemble model's improved performance offers a possible path towards

creating efficient lung cancer diagnostic and prognostic tools.

Graph 4.6: Model importance according to Performance

The significance of models and features in the creation of the stacked classifier is seen in Graphs

4.6 and 4.7. The significance score is represented by the horizontal axis, while the models and
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characteristics utilised in the stacked classifier are represented by the vertical axis. The top of the

graph represents the characteristics and models with the greatest relevance scores.

The significance ratings are determined by taking into account how each feature and model helped

the stacked classifier perform better. Features are categorised as being either significant or less

important depending on how much of an influence they have on the classifier's accuracy.

Graph 4.7: Feature importance

The graph demonstrates that the alcohol consumption, yellow fingers, and wheezing characteristics

are the most crucial ones in the stacked classifier, whereas anxiety and chest discomfort are the

least crucial ones.

According to the graph, the random forest model is the most significant model in the stacked

classifier, followed by the K-Neighbors model and the Gaussian Process Classifier model. This

suggests that the random forest model has the most effect on the stacked classifier's performance.

Overall, the feature and model significance ratings give important insights into how each part of

the stacked classifier contributes.
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By analyzing these scores, one can identify which features and models have the most significant

impact on the performance of the classifier and make appropriate adjustments to improve its

accuracy.
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Chapter - 5 CONCLUSIONS

5.1 Conclusions :

This study involved the development of a stacked classifier for the categorization of lung cancer

utilising various individual models and significant characteristics. The stacked classifier

distinguished between lung cancer cases and non-cancerous diseases with a high degree of

performance, achieving an outstanding accuracy of 95% on the test set.

The model was extensively assessed, taking into consideration any potential flaws and causes of

mistake. We made sure the test set reflected the target population and that the model was not

overfit to the training set of data. To properly analyse the model's performance, we also looked at

additional performance indicators including accuracy, recall, and F1 score.

On a classification problem, a 95% accuracy rate is a highly desirable result.It suggests that the

model is highly effective at identifying cases of lung cancer, which could have significant

implications for early detection and treatment.

5.2 Future Scope :

● Real-world testing and larger, more varied datasets: The current work employed a small

dataset for training and evaluation. To test the effectiveness of the stacked classifier and its

generalizability to diverse populations, future study might gather more extensive datasets

from various populations with various risk factors and confounding variables. To determine

the stacked classifier's potential influence on clinical practise, more testing may be done in

a real-world clinical environment.

● Including additional modalities: Future research might look at combining the stacked

classifier with additional imaging modalities, such as MRI or PET, to increase the accuracy

and specificity of the classification, whereas the current work concentrated on employing

individual models and significant characteristics for lung cancer classification.

● Ethics: Future studies may examine the moral ramifications of utilising the stacked

classifier and create rules for its acceptable application in clinical practise.
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