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Summary

The project “Predictive Diagnosis of Kidney Stones” is about how to predict the probability
of kidney stone in human-beings. This prediction is based on certain factors viz
environmental, life-style, dietary etc. These are the factors which influence the kidney stone
formation in a human-being. These factors were taken from various research papers and were
consulted by the nephrologists. After preparing a list of all the factors, data was collected
from various hospitals and from the university students. This data included both the kidney
stone patients and the people who were not having the stone in their kidney. Once the data
was collected, it was converted into comma separated values (.csv) format. Data collected

was ofabout 500 people.

For applying the data mining techniques on the data, the WEK A 3.6.4 tool was used. So after
loading the input file (data in .csv format), pre-processing of data was done. Firstly the
clustering technique “Simply k-means™ was applied on the data set. Since our data had two
classes i.e 0 (for persons not having the kidney stone) and 1 (for the kidney stone patients),
so it got trained with the data-set (75% as training set). After applying the algorithm on the
remaining test set (25%), it divided the data into two clusters viz. 0 and 1, indicating the
number of people in both the clusters. So as a result, it was found that through this technique

the prediction can be made only of the whole population and not of any particular individual.

Next technique that was applied was a classification technique — Linear Regression method.
It gave a linear regression equation as the output. Putting the values in that equation will tell
is there any probability of a person getting kidney stone in future or, not. So this was a better

technique as compared to the clustering method.
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- Chapter 1

Introduction

1.1 Problem State ment:

To design a data mining tools that will predict the probability of kidney stone
formation in a human-being in his/her future life-time. This will provide the technicians an
easy way of predicting the kidney stones in human beings. It will also help the people, as
they will be able to know whether they have got any probability of getting a kidney stone
formation in their future, based on some simple factors and not much of clinical testings.
Doctors will just have to ask certain questions from the patients regarding their environment,
in which they live, the kind of food that they take, about their family history, any kind of

medication that they are going through etc. Based on answers given by the persons,

probability of kidney stone formation will easily be predicted.
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1.2 Methodology:

> Understanding of
the Problem

AY

Understanding of
' the Data

AY

Preparation of the
Data

AY

Data Mining

AY

Input Data

* [ (databuse, images, video, semi-

structured data, ete.)

Evaluation of the
Discovered Knowledge

..... >

\4

Knowledge

{patterns, rules, clusters,
clasgification, sssociations, efc.)

Use of the Discovered
Knowledge

Extend knowledge to
other domains

Fig 1.1 Methodology




1.3 Hardware and Sofiware requirements:

( Operating System - Microsoft Windows XP

Sofiware- Weka version 3.6.4

1.4 Literature Survey

Studied various research papers to know about the kidney stones and the various factors

that help in enhancing the kidney stone formation in human beings. After this literary
survey, we came across a number of factors, so we consulted various nephrologists to

know what are the prominent factors among all the factors, which help in stone

o e e LT R

formation. All the factors were categorized in some groups like the factors based on
environmental conditions in which a person lives, the type of diet that he/she takes, the
medications he/she is going through etc. The various impertant factors were categorized

as follows:-

History
Gender

Age

Family History

Clinical Data

Blood Pressure

l Diabetes

Blood Disease

Previous kidney stone attacks
Urinary tract blodkage

Urine Qutput
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Hyperparathyroidism
Gout

Kidney status
Symptoms

Drugs

Environmental & Life-style Factors
Stress

Anorexia

Climate

Bed-ridden

Vit B6 deficiency

Water intake

Oxalate-rich foods

Beverages

Salt-intake

Calcium Supplements
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Chapter 2

Kidney Stones in Human Beings

2.1 Introduction

The human body has two kidneys. The kidneys are vital organs that filter waste products
from the blood to make urine, which then flows from. the kidneys into small tube called
ureters into the bladder. The bladder stores urine until it is eliminated from the body through
the urethra.

Kidney stones are small bits of hard crystallized material that form in the kidney. These
deposits can impair the passage of urine that has the potential to result in infection and
kidney damage or failure in severe cases. Kidney stones, also called renal lithiasis, are a
common condition and are often made up of calcium, but can also contain uric acid or amino
acids (proteins). One or more kidney stones can form in one or both kidneys. Kidney stones
begin as small specks and can gradually increase in size. A person with a small kidney stone
may be unaware of the condition, and it may pass in the urine out of the body without
causing pain or other problems. There are generally no symptoms of large kidney stones that
remain in the kidney. However, when a large kidney stone moves out of the kidney into the

ureter it causes severe pain, called renal colic.

Other symptoms of a large kidney stone that has moved out of the kidney include hematuria,
(blood in the urine), dysuria (difficulty urinating), nausea and vomiting. Most kidney stones
generally pass out of the body in the urine. On occasion, a kidney stone can get stuck in a

ureter and result in potentially serious, even life-threatening complications in some people.

Diagnostic testing inclndes blood tests and performing a urinalysis test, which checks for the

presence of blood in the urine and other elements and help to differentiate between a kidney

5




stone and a urinary tract infection. Imaging tests, such as ultrasound or CT, are performed to
determine the cause of symptoms and locate any possible kidney stones. A urine test that
includes collecting urine for 24 hours may be ordered to evaluate the urine for substances

that typically formkidney stones.

2.2 Symptoms of Kidney stones

The list of signs and symptoms mentioned in various sources for Kidney stones includes the

21 symptoms listed below:

» No early symptoms - early stages have no symptoms
» Severe abdominal pain
o Kidney pain - -sharp pain usually on the back and at the side
o Severe back pain
o Side pain !
o Nausea |
o Vomiting
! » Groin pain
o Hematuria
» Kidney infection symptoms - very serious symptoms:
o Vomiting
o Blood in urine
o Smelly urine
o Cloudy urine
o Burning when urinating
o Urinary urgency
o Fever - if kidney infection develops
o Chills - ifkidney infection develops
o Kidney damage - severe cases

o Kidney failure - severe cases

_




+ Reduced urination - if flow of wrine is blocked

2.3 List of causes of Kidney stones

Following is a list of causes or underlying that could possibly cause Kidney stones includes:

« Urinary tract infections

¢ Cystic kidney diseases

+ Metabolic disorders

« Hyperparathyroidism

» Renal tubular acidosis

¢ Cystinuria

+ Hyperoxaluria

» Absorptive hypercalciuria
« Hyperuricosuria

« Gout

+ Urinary tract blockage

e

2.4 List of Risk Factors for Kidney stones

The list of risk factors mentioned for Kidney stones in various sources includes:

+ Family history ofkidney stones
» Sedentary occupations

+ Lack ofphysical activity

» Hypercalcuria

» Acidic urine

+ Alkaline urine

+ Reduced urine

+ Too little water

i + Excessive sweating




e Gout
3 o Kidney infections
Fl
e Vitamin A deficiency

o Overactive parathyroid gland

2.5 Treatment List for Kidney stones

The list of treatments mentioned in various sources for Kidney stones includes the following
list. Always seek professional medical advice about any treatment or change in treatment

plans.

e No treatment - in mild cases; some kidney stones pass naturally in urine
o Extracorporeal shockwave lithotripsy (ESWL)
o Surgery
o Percutaneous nephrolithotomy
o Ureteroscopic Stone Removal
» Water - drinking lots of water may help the stone pass naturally
e Pain medication
e Acute management:
o Analgesia - NSAID's, paracetamol, narcotic anlgesia
o Management of nausea and vomiting which oflen accompanies renal colic
o Fluid management - oftenIV to treat and prevent dehydration
o Imaging to determine if obstruction is present
o Appropriate waiting to determine if the stone will pass spontaneously. If no
infection or obstruction is present, it may be appropriate to wait and follow up
regularly over a period of weeks
o Agents that may aid the passage of stones - calcium channel blockers, alpha

blockers

o Alkalization of urine to dissolve uric acid stones




o Surgical intervention for obstruction - Cystoscopy and stone retrieval. Ureteric
° stenting
o Antibiotics if infection is present
o Extracorporeal shockwave lithotripsy
o Percutaneous nephrostolithotomy
o Longterm management and prevention of recurrence
o Ensure adequate fluid intake. > 2L per day, and more for those living in hot
climates and those involved in heavy manual labour
o Moderation of calcium or oxalate intake if calcium or oxalate stones are
diagnosed

o Allopurinol for prevention of uric acid stones

2.6 Misdiagnosis of Kidney stones

These include urinary tract infection, pyelonephritis, appendicitis, sexually transmitted

diseases, epididymitis, prostatitis, and pelvic inflammatory disease.

-

2.7 Kidney stones: Diagnostic Tests

The list of diagnostic tests mentioned in various sources as used in the diagnosis of Kidney

stones includes:

o X-rays

» Sonogram

» IVP (intravenous pyelogram)
» Analysis ofa passed stone

e 24 hour urine test
2.8 Kidney stones: Types list

The list of types of Kidney stones mentioned in various sources includes:

{ 9




o Calcium stone - most common type
® o Struvite - infection stone

s Uric acid stone

o Cystine stone

e Ureteral stone

o Silent kidney stones - causing no symptoms
2.9 Deaths:
Kidney stones: Hospitalization Statistics
The following are statistics from various sources about hospitalizations and Kidney stones:

o 0.45% (56,987) of hospital episodes were for wrolithiasis in England 2002-03
(Hospital Episode Statistics, Department of Health, England, 2002-03)

» 90% of hospital consultations for urolithiasis required hospital admission in England
2002-03 (Hospital Episode Statistics, Department of Health, England, 2002-03)

e 71% ofhospital episodes for urolithiasis were for men in England 2002-03 (Hospital |
Episode Statistics, Department of Health, England, 2002-03) l

e 29% of hospital episodes for urolithiasis were for women in England 2002-03
(Hospital Episode Statistics, Department of Héalth, England, 2002-03)

» 41% of hospital admissions for urolithiasis required emergency hospital admission in
England 2002-03 (Hospital Episode Statistics, Department of Health, England, 2002-
03)

10




Chapter 3

Data Mining in Prediction of Diseases

3.1 Introduction
Data Mining: - The nonirivial process of identifying valid, novel, potentially useful, and

ultimately understandable patterns in data.
'The terms of above definition are explained as follows:
Pattern
-models or structure in data (traditional sense)
- expression in some language describing a subset ofthe data or a model applicable
to that subset (data comprises a set of facts) ;
Nontrivial (process)

> - it must involve search for structure, models, patterns, or parameters

Valid

- discovered patterns should be valid for new data with some degree of certainty

Novel
- at least to the system and preferably to the user

Potentially usefiul
- for the user or task

L Understandable
- Discovered patterns should be understandable - if not immediately, then after
some post processing. '
; 11




Data mining is a step in the KDD (knowledge discovery in databases) process concerned

with the algorithmic means by which patterns or structures are enumerated from the data,

KDD includes the following steps:-
1. SELECTION: - selecting or segmenting the data that are relevant to some criteria.

2. PREPROCESSING (data cleaning):- unnecessary information is removed. This stage
reconfigures the data (taken fiom various sources) to ensure a consistent format. This step
consists of removing outliers, dealing with noise and missing values in the data, and

accounting for time sequence information and known changes.
3. TRANSFORMATION: - data is made usable and navigable,
4. DATA MINING: - extraction ofpatterns fromthe data.

5. INTERPRETATION AND EVALUATION: - patterns are converted into knowledge,
which is the used to support decision-making,

12




Interpretation/
Evaluation

Processing

Knowledge

Pattern

Transformed
; Data

Processed

Data

———— e = — ()

Fig 2.1 The process of KDD

Goals of Data Mining

1. Prediction: - makes use of existing variables in the database in order to predict unknown

or future values of interest.

2. Description:- find patterns describing the data and the subsequent presentation for user

interpretation.

} 13




3.2 Using Data mining for diagnosis of diseases

The threats to people’s health from chronic discases are always exist and increasing
gradually. How to decrease these threats is an important issue in medical treatment. Thus,
this paper suggests a model of a chronic diseases prognosis and diagnosis system integrating
data mining (DM) and case-based reasoning (CBR). The main processes of -the system

include:

(1) adopting data mining techniques to discover the implicit meaningful rules fiom health

examination data,
(2) using the extracted rules for the specific chronic diseases prognosis,
‘(3) employing CBR to support the chronic diseases diagnosis and treatments, and

(4) expanding these processes to work within a system for the convenience of chronic
diseases knowledge creating, organizing, refining, and sharing, The experiment data are
collected from a professional health examination center, MJ health screening center, and
implemented through the system for anmalysis. The findings are considered as helpful

references for doctors and patients in chronic diseases treatments.

14
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Chapter 4

Implementation

After studying all the kidney stone related factors (mentioned in chapterl), created a

excel file listing all of them. This file was given in several hospitals to be filled up by the

patients in accordance with the certain codes mentioned in the list only. The codes were

given to different attributes, after studying the research papers.

Attributes and their codes:

Status: It included the information whether the person is having kidney stone or

" not. The persons having the kidney stone were supposed to fill the code ‘1’ and

those who were not having it had the code “0’.

Gender: Kidney stones are more likely to develop in men than in women. Males

were given code ‘0” and females ‘1°.

Age: Since kidney stone is more prevelant in age of 24-70, so it was divided into
several ranges, ranging from 0 to 100. Range of 0-20 was coded as ‘0°, 21-40 as
‘1’,41-60 as 2°, 61-80 as ‘3" and 81-100 as ‘4’.

Stress: It mentioned whether the life of the person is stressful or not. So the
person having stressed were given code ‘1’ and those having no stress were given

code ‘0.

Bed-ridden: The people who were bed-ridden were coded as ‘1’ and those who

were not were coded as ‘0°.

15
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Anorexia: refers to a lack or loss of appetite, resulting in the inability to eat. So
the people having the problem of anorexia were coded as ‘1> and ones having no

such problem were coded as ‘0’.

Climate: People who become dehydrated and/or live in hot climates are at risk for
kidney stones because they lose more body water and produce smaller amounts of
urine that contains a higher concentration of substances that form kidney stones,
such as calcium and amino acids. Since there is a large variation in climate of
different regions. So it was also categorized and was given codes accordingly.
The people who live in coastal region were coded as ‘0°, those living in mountain
area were codes as ‘1°, those who live in the region having very high temperature

and very cold temperature were given codes as ‘2’ and ‘3’ respectively.

Family History: Kidney stones develop more frequently in individuals with a
family history of kidney stones than in those without a family history. So, the

people having this problem in their family history were coded as “1°, else 0.

Vitamin B deficiency: The people having the deficiency were coded ‘1’ and the

ones not suffering from this deficiency were given code ‘0.

Water intake: Less intake of water is directly associated with the formation of
kidney stones, as less water intake means less urine output. So one who consumes
less than 1l/day has been given the code ‘0’ie they have alarming chances of
getting the kidney stone, between 1 to 4l/day is coded as’1’ meaﬁing that they
have less chances ofkidney stone formation and the one who consumes more than

41/day has negligible chances ofkidney stone, that’s why has been coded 2’

Oxalate rich items: There are a number of oxalate rich items which one consumes

in daily life. So if a person is consuming the oxalate rich food-item, e.g black tea,

16
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spinach, coffee, oranges, potatoes, strawberries, nuts, poultry etc. then the code

given is 1 else 0.

Salt intake: Higher amount of salt in the diet enhances the kidney stone formation
in the body. So, if one consumes less than 2300mg/day, there are no chances of

stone formation, hence coded ‘0’otherwise ‘1°.

Calcium intake: Women who take calcium supplements have a 20% higher risk
for stones. Therefore, consumption of calcium supplement greater than 1000-
1200mg/day, has been coded ‘0’ as chances of stone formation is less whereas ‘1’

is given to the consumption greater than 1200mg/day.

Hyperparathyroidism: The people having this disease is given code ‘1°, otherwise
i

Blood Pressure: Low b.p has been coded as “0°, normalas ‘1’ and high as ‘2.

Diabetes: The diabetic person will mark the code ‘1’ and the one who is not

having diabetes will mark ‘0°.

Previous kidney stone attacks: If a person has got any kidney stone attacks
previously, then the risk of stone attacks in future also increases. So the one

having previous attacks have been coded as 1°, otherwise ‘0°.

Urinary tract blockage: If the urinary tract is blocked, then urine output will get
reduced, so if there’s any kind of urinary tract blockage in a person, the chance of
kidney stone formation will get increased, hence given the code ‘1°. But if there’s

no urinary tract blockage, the code is ‘0.

17
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® Frequency of Urination: If the urinary tract is blocked, the frequency of urination
{' will automatically get increased. So if the frequency is between 1 to 5, its normal
and there’s no symptom of getting a stone, hence coded ‘0’. The frequency
between 6 to 10 is coded as ‘1’ and greater than 11 as ‘2°.

® Urine Output: Proper discharge of urine is very much important to avoid the
kidney stone formation. So, volume less than 2 L per day is coded as ‘1’ as this
can cause stone formation, but volume greater than this is coded as ‘0’ as chances

of stone formation is almost negligible.

® Kidney status: People with kidney deformities or anomalies, such as horseshoe
kidney, are also at risk. If the person has only one kidney or if he has abnormally
shaped kidney, then the chances of kidney stone formation is increased, hence

‘

given the codes ‘0’ and ‘1” respectively. But if he/she has two normal kidneys,

then chances of stone reduce, hence given the code ‘2’

e — o

® Symptoms: There are several symptoms of kidney stone formation in a human

~
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being viz. pain, red/cloudy urine, nausea, vomiting, swelling, foul smelling urine,
chills, sweating and fever. So if any of the above mentioned symptoms are

apparent in any person, the code is ‘1’ else ‘0.

® Drugs: It is very important to know that what kind of medicines a person is
taking, So here’s some medicines viz. Indinavir, Antacids, Antibiotics, Aspirin,

Corticosteroids, Laxatives, Allopurinol, Theophylline coded 0-7 resp‘ectively.

Collected the data ffom various hospitals regarding all the above mentioned factors, so

that machine can be trained accordingly, to predict the result.




4.1 Preparation of the data: - After collecting the data from various hospitals, created a
excel file to train our machiné. We used Weka software, to make our machine learn.
Weka (Waikato Environment for Knowledge Analysis) is a popular suite of machine
learning software written in Java, developed at the University Of Waikato, New Zealand.
Weka is free software available under the GNU General Public License.It has the

following schemes:

e Schemes for classification include:

» decision trees, rule learners, naive Bayes, decision tables, locally
weighted regression, SVMs, instance-based learners, logistic regression,
voted perceptrons, multi-layer perceptron

@ Schemes for numeric prediction include:

o linear regression, model tree generators, locally weighted regression,

instance-based learners, decision tables, multi-layer perceptron
e Meta-schemes include:

e Bagging, boosting, stacking, regression via classification, ¢lassification

via regression, cost sensitive ¢lassification
@ Schemes for clustering:
o EM and Cobweb

19
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WEKA Application Interfaces

Program Visualization Tools Help
T >~ rApplications——

KnowledgeFlow

_ SimpleCLl

e Explorer

An environment for exploring data with WEK A (the rest of this documentation deals with
this application in more detail).

— preprocessing, attribute selection, learning, visualization
* Experimenter

Anenvironment for performing experiments and conducting statistical tests between learning
schemes.

— testing and evaluating machine learning algorithms
* Knowledge Flow

This environment supports essentially the same functions as the Explorer but with a drag-

and-drop interface. One advantage is that it supports incremental learning,
20
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— visual design of KDD process

r — Explorer
l * Simple Command-line

Provides a simple command-line interface that allows direct execution of WEKA commands
for operating systems that do not provide their own command line interface.

— A simple interface for typing commands

The Explorer interface has several panels that give access to the main components of the

& workbench:

o The Preprocess panel has facilities for importing data from a database, a CSV file,
efc., and for preprocessing this data using a so-called filtering algorithm. These filters can
be used to transform the data (e.g, turning numeric attributes into discrete ones) and

make it possible to delete instances and attributes according to specific criteria.

—
. S——— L T

\ . The Classify panel enables the user to apply classification and regression algorithms

N

(indiscriminately called classifiers in Weka) to the resulting dataset, to estimate
e the accuracy of the resulting predictive model, and to visualize erroneous

predictions, ROC curves, etc., or the model itself (if the model is amenable to

visualization like, e.g., a decision tree).

. The Associate panel provides access to association rule learners that attempt to

identify all important interrelationships between attributes in the data.

|
!
:
i
1
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. The Cluster panel gives access to the clustering techniques in Weka, e.g, the
simple k-means algorithm. There is also an implementation of the expectation

maximization algorithm for learning a mixture of normal distributions.

. The Select attributes panel provides algorithms for identifying the most predictive
attributes in a dataset.

. The Visualize panel shows a scatter plot matrix, where individual scatter plots can be

selected and enlarged, and analyzed further using various selection operators.

The key features responsible for Weka's success are:

» It provides many different algorithms for data mining and machine learning
is open source and fieely available

it is platform-independent

it is easily useable by people who are not data mining specialists

it provides flexible facilities for scripting experiments

it has kept up-to-date, with new algorithms being added

It is extensible

Can be integrated into other java packages

YV V. V V V ¥V Vv V¥

It has GUIs (Graphic User Interfaces), which can run individual experiments or build
KDD phases

22
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» Cons of Weka

( » Lack ofproper and adequate documentations

» Systems are updated constantly (Kitchen Sink Syndrome)

Since Weka can only read input in .arff or .csv format, so we converted our data,which was

initially in .xls format, into .csv format.

4.2 Use of Data Mining technique: - In Explorer, we imported our .csv file and

preprocessed it.

f A comma-separated values or character-separated values (.CSV) file is a simple text format

for a database table.

All the attribute of the table were listed under “Attributes”. We applied two different

t techniques on our data viz. k-means (clustering) and linear regression (classification) on our
data.

N ———

i) Simple k-means is one of the simplest clustering techniques. It is a data

mining/machine learning algorithm used to cluster observations into groups of
related observations without any prior knowledge of those relationships. The
algorithm clusters observations into k groups, where k is provided as an input
parameter. It then assigns each observation to clusters based upon the
observation’s proximity to the mean of the cluster. It is commonly used in

medical imaging, biometrics and related fields.
Here’s how the algorithm works:

1. The algorithm arbitrarily selects k points as the initial cluster centers
(“means™). 2. Each point in the dataset is assigned to the closed

cluster, based upon the Euclidean distance between each point and each cluster

center.
23
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3. Each cluster center is recomputed as the average ofthe points in that cluster.

r 4. Steps 2 and 3 repeat until the clusters converge. Convergence may be defined
differently depending upon the implementation, but it normally means that either
no observations change clusters when steps 2 and 3 are repeated or that the

changes do not make a material difference in the definition of the clusters.

ii) Regressionanalysis is a statistical forecasting model that is concerned with describing

and evaluating the relationship between a given variable (usually called the
dependent variable) and one or more other variables (usuvally known as
independent variables). Regression analysis helps us understand how the typical
value of the dependent variable changes when any one of the independent
variables is varied, while the other independent variables are held fixed. Most
commonly, regression analysis estimates the conditional expectationof the
dependent variable given the independent variables — that is, the average

value ofthe dependent variable when the independent variables are held fixed.

- gy e

Regression analysis is widely used for prediction and forecasting, where its use has

substantial overlap with the field of machine learning. Regression analysis is also used to

—
™l

understand which among the independent variables are related to the dependent variable, and
to explore the forms of these relationships. In resiricted circumstances, regression analysis

can be used to infer causal relationships between the independent and dependent variables.

Percentage split was taken as 75% which implied that 75% of our data was taken as training

set and the remaining 25% as the test set.
It showed the ‘type’ as ‘numeric’ as our whole data is in numeric form only.
4.3 To Classify with weka GUI

1. Runweka GUI (in Unix: java —jar weka.jar)

2. Click "Explorer'

3. 'Openfile...'

24




. Select 'Classify’ tab
. 'Choose' a classifier
. Confirm options

. Click 'Start'

. Wait...

. Right-click on Result list entry

1. 'Save result buffer'

2. 'Save model

25
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1,0,3,1,0,1,2,1,0,1,1,1,0,0,1,0,0,2,1,1,1,0,0,1,1,1,1,1,6,0,0,1,1,1,1,1,1,1
( 1,1,1,1,1,1,0,0,1,1,1,0,0,2,1,0,1,1,1,1,1,0,1,0,0,1,1,1,6,1,0,0,1,1,1,1,1,0
0,0,4,1,0,0,3,0,0,2,0,0,1,0,1,0,0,0,0,2,0,0,0,1,0,1,1,0,2,1,1,0,0,1,0,0,0,0
1,1,1,0,0,1,3,1,1,1,1,1,1,2,0,0,1,1,0,2,1,1,1,1,1,0,1,1,0,1,1,0,1,1,0,0,0,1
0,0,0,0,0,0,3,0,0,2,0,0,0,0,1,0,0,0,1,2,0,0,1,1,1,1,0,0,1,1,1,0,1,1,0,0,0,1
0,0,4,0,0,1,1,0,0,1,1,0,0,1,1,0,0,0,1,1,0,0,1,1,1,1,0,1,1,0,0,1,1,1,0,1,1,1
1,1,2,1,0,0,2,0,1,0,0,1,1,2,0,1,1,2,1,1,1,1,1,1,0,1,1,1,0,1,0,1,1,1,0,1,1,0
1,0,3,0,1,1,2,0,0,0,0,1,1,2,1,1,0,2,1,2,1,1,0,0,0,1,1,1,0,0,0,1,1,1,1,1,1,0
0,0,0,1,1,0,3,1,1,2,0,0,0,1,0,0,0,0,0,2,0,0,0,0,0,0,0,03,0,1,1,1,1,1,1,1,0

0,0,0,0,0,1,1,0,0,2,0,1,0,1,0,0,0,0,1,2,0,1,0,0,1,0,1,0,4,1,1,1,1,1,1,1,1,0

C g

1,0,1,1,1,1,1,1,1,1,1,1,0,2,1,1,0,2,0,1,1,1,1,1,1,1,1,1,0,1,1,0,1,1,1,1,1,0

Ry T el

\ 1,1,0,1,1,1,2,1,1,0,1,1,1,2,1,1,1,2,1,1,1,1,1,1,1,1,1,1,0,1,1,1,1,1,1,0,1,0
r 1,1,1,1,1,1,0,1,1,1,1,1,1,2,1,1,1,2,1,1,1,1,1,1,1,1,1,1,6,1,1,1,1,0,0,0,1,1
1,1,2,1,1,1,0,1,1,1,1,1,1,2,1,1,1,2,1,1,1,1,1,1,1,1,1,1,7,1,1,1,1,0,0,0,0,1
1,1,1,1,1,1,1,1,1,1,1,1,1,2,1,1,1,2,1,1,1,1,1,1,1,1,0,1,6,1,1,1,1,0,0,0,0,1
1,1,1,0,0,0,2,1,0,1,1,1,1,2,0,0,1,2,0,0,0,0,1,1,0,1,0,1,6,1,0,1,1,1,0,1,0,1
1,1,2,0,0,0,2,0,0,0,1,1,0,2,0,0,1,1,0,0,1,0,1,1,0,1,0,0,6,1,0,0,1,1,1,1,1,0
1,0,3,0,0,0,2,1,1,0,1,0,0,1,1,0,1,1,1,0,1,1,1,1,1,1,0,0,0,1,1,0,1,1,1,1,1,0
1,0,4,1,1,1,1,0,1,0,1,0,1,1,1,0,1,2,1,0,1,1,0,0,1,1,1,0,0,1,1,0,1,1,1,1,1,0
0,0,4,1,1,0,1,0,1,2,1,1,0,0,0,0,0,0,1,2,1,0,1,0,0,0,1,0,2,1,1,1,1,1,1,1,0,1

0,1,1,1,1,1,1,0,1,1,1,0,1,0,1,0,0,1,0,2,0,0,1,1,0,0,1,1,3,0,1,1,1,1,1,1,0,1
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0,0,1,0,1,1,3,1,1,1,0,0,0,1,1,0,0,0,0,0,0,0,1,1,1,1,1,1,4,0,0,1,1,1,1,1,0,1
r 1,1,4,0,0,0,0,0,0,1,1,1,1,2,0,1,1,2,1,1,1,0,1,1,1,1,1,1,5,1,0,1,1,1,1,1,0,0
0,0,3,0,0,0,3,0,0,2,0,0,0,1,1,0,0,0,1,0,0,0,0,1,0,0,1,1,3,1,1,1,1,1,1,1,0,0
1,0,2,1,1,1,1,1,1,1,1,1,1,2,1,0,0,1,0,1,1,1,0,0,1,0,0,1,1,1,1,1,1,1,1,1,0,0
1,1,3,1,1,1,2,0,1,1,1,1,1,2,1,0,1,1,0,1,1,1,0,0,0,0,0,0,5,1,1,1,0,1,1,1,0,1
1,1,2,0,0,0,1,1,1,0,1,1,0,2,1,1,1,2,1,1,1,1,1,1,0,1,1,0,6,0,1,1,0,1,1,1,0,1
1,1,2,1,0,0,0,1,1,0,0,1,1,2,0,1,1,2,1,1,1,1,0,1,0,1,1,0,3,1,1,0,1,1,1,1,0,1
1151 0,1,0,0,1:0;,1:00,1,8 1,051,210, L 1,0,0, 1 6,1,0,7.0.1,0,1.1.0.1.0:0
1,0,2,0,1,1,1,1,0,1,,1,0,1,1,1,1,2,1,0,1,1,1,0,1,0,0,1,6,1,1,0,1,1,0,1,0,0

0,0,3,0,1,1,3,0,0,2,0,1,0,1,0,0,0,0,0,2,0,0,1,0,0,0,0,1,4,1,0,0,1,1,0,1,0,0

=

0,0,3,0,0,1,3,0,0,1,0,1,1,1,1,0.0.0.0,2,0,0,1.1.1,1,1.1.2.0,1.0,1.1.1,1.0.1

\ 0,0,1,1,0,1,3,1,0,1,0,0,0,1,0,0,0,1,0,2,0,0,0,1,1,1,1,1,6,0,1,0,1,1,1,1,1,1
1,1,2,0,1,1,2,1,1,1,1,1,1,2,1,0,1,2,1,0,1,1,0,1,1,1,0,0,7,0,0,0,1,1,1,1,1,1
0,1,2,1,1,0,2,0,1,2,0,0,0,1,0,0,0,0,1,2,0,0,1,1,0,1,0,1,8,1,0,0,1,1,1,1,1,0
1,1,1,1,0,1,1,1,1,1,1,1,1,2,1,1,1,1,1,1,1,1,1,1,0,1,1,1,0,1,0,1,1,1,1,1,1,0
1,1,1,1,0,0,2,1,1,0,1,0,1,2,0,1,1,1,1,2,1,1,1,1,0,0,1,1,0,1,1,1,1,1,1,1,1,0
1,1,2,0,0,0,1,0,1,1,1,1,1,1,1,1,1,1,1,1,1,1,0,1,1,1,0,1,0,1,1,1,1,1,1,1,1,0
1,1,3,0,1,1,2,1,1,1,1,1,1,2,1,1,1,2,1,2,1,0,0,0,1,1,0,0,0,1,1,1,1,1,1,1,1,1
0,1,2,1,1,0,3,0,1,2,0,0,0,1,0,0,0,0,0,0,0,0,0,0,0,1,0,1,3,1,0,1,1,1,1,1,1,1
0,0,2,1,1,0,2,1,0,2,0,0,1,0,0,0,0,0,0,2,0,0,0,0,0,1,1,0,3,1,0,1,1,1,1,1,0,1

0,0,2,0,0,1,1,0,0,2,1,0,0,0,0,0,0,0,0,2,0,0,1,1,1,1,1,0,2,1,1,1,1,1,1,1,0,1
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1,0,2,1,1,1,1,1,1,1,1,1,1,2,1,1,1,2,1,2,1,1,1,1,1,0,1,1,2,1,1,1,1,1,1,1,1,

1,0,1,1,1,1,2,1,1,0,0,1,1,2,1,1,1,2,1,2,1,1,1,1,0,1,0,0,2,1,1,1,1,1,1,1,1,1

-

1,0,3,0,1,0,0,0,1,0,1,1,1,2,0,1,1,2,1,1,1,1,1,1,0,1,0,1,3,0,1,1,1,1,1,1,1,1
0,0,3,0,0,0,2,0,0,2,0,0,0,1,1,0,0,1,0,2,0,0,0,0,1,1,0,0,4,1,1,1,1,1,1,1,1,1
1,1,1,1,1,1,2,1,1,0,1,1,1,1,1,0,1,2,1,1,1,1,1,0,1,1,1,1,0,1,1,1,1,1,1,1,1,1
1,1,1,1,1,1,2,1,1,0,1,1,1,1,1,0,1,2,1,1,1,1,1,0,1,1,1,1,0,1,1,1,1,1,1,1,1,1
1,1,1,1,1,1,2,1,1,0,1,1,1,1,1,0,1,2,1,1,1,1,1,0,1,1,1,1,0,1,1,1,1,1,1,1,1,1
1,1,1,1,1,1,2,1,1,0,1,1,1,1,1,0,1,2,1,1,1,1,1,0,1,1,1,1,0,1,1,1,1,1,1,1,1,1
L1.2,1,1,1,2,1,0,0,L,1,1,1,1,0,1,1,1,0,1,1,1,0,0,,LLLLLLLLLLLL
1,1,2,1,1,1,2,1,0,1,,1,1,1,1,0,1,1,1,0,1,1,1,1,0,1,1,1,1,1,1,1,1,1,0,1,1,1

1,1,2,0,1,1,2,1,0,1,1,1,1,1,1,0,1,1,1,0,1,1,1,1,0,1,1,1,1,1,1,1,1,1,0,1,1,0

\ 1,0,2,0,1,1,1,1,0,1,1,1,1,1,1,1,1,2,1,0,1,1,1,1,0,1,1,1,2,1,0,1,1,1,0,0,1,0

e R g

1,0,1,0,0,0,0,0,0,1,1,0,1,0,1,1,1,2,1,0,1,1,1,1,0,1,1,1,6,1,0,0,1,0,0,1,1,0
1,0,3,0,0,0,0,1,0,1,1,1,1,0,1,1,1,1,1,0,1,1,1,1,1,1,1,1,6,1,0,1,1,1,0,1,1,0
1,1,3,1,0,0,0,1,1,0,1,1,1,0,1,1,1,2,1,1,1,1,1,1,1,1,0,1,6,1,0,1,1,1,0,0,0,0
1,1,0,1,0,0,0,1,1,0,0,0,1,0,1,1,0,2,1,1,1,1,1,1,1,1,0,1,1,1,0,1,1,0,1,0,0,0
1,1,0,1,1,1,1,1,1,0,0,0,1,1,1,1,0,2,1,1,1,0,1,1,1,1,0,1,0,1,1,0,1,0,1,0,0,1
1,1,0,1,1,1,1,1,1,0,0,0,1,1,1,1,0,2,1,1,1,0,0,1,1,1,1,1,0,1,1,0,1,0,1,1,0,1
1,1,3,1,1,1,2,0,1,0,1,1,0,1,1,1,1,2,1,1,1,1,0,1,1,1,1,1,0,1,0,0,1,0,1,1,0,1
1,0,3,1,1,1,2,0,1,0,1,1,0,1,0,0,1,2,1,2,1,1,1,0,0,0,1,1,1,1,1,0,1,1,1,1,1,1

0,0,3,1,1,1,3,0,1,2,0,1,0,0,0,0,0,0,1,2,0,1,1,1,0,0,1,1,6,1,1,1,1,1,1,1,1,1
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0,0,3,1,1,1,3,0,1,2,0,0,0,1,0,0,0,1,1,2,0,1,1,0,0,1,0,1,5,1,1,1,1,1,1,1,1,1
r 0,0,1,1,0,1,1,0,0,1,1,0,1,0,1,0,0,1,0,2,0,1,0,0,1,1,0,1,2,1,0,1,1,1,0,1,1,1
1,0,4,1,0,1,2,1,0,1,1,1,1,1,0,1,1,2,1,2,1,0,0,1,1,1,0,0,2,1,0,0,1,1,0,1,1,0
1,1,4,1,0,1,2,1,0,1,1,1,1,1,0,1,1,2,1,1,1,1,0,1,1,1,1,0,2,1,0,0,0,1,0,1,1,0
1,1,1,0,0,1,2,1,0,0,1,1,1,0,0,1,1,2,1,2,1,1,0,1,1,1,1,0,2,1,0,0,0,1,0,1,1,0
1,0,1,0,0,0,1,1,0,0,1,1,0,0,1,0,1,2,1,2,1,1,1,1,1,1,1,0,6,1,0,1,0,1,1,1,1,0
1,0,2,0,1,0,1,1,0,0,1,1,0,1,1,0,1,2,1,2,1,1,1,0,0,0,1,1,0,1,0,1,1,1,1,0,1,1
1,0,3,1,1,0,0,1,0,0,1,1,0,1,1,1,1,2,1,2,1,1,1,0,0,0,1,1,0,1,0,1,1,1,1,0,1,1

1,0,2,1,1,0,0,1,1,0,1,0,0,1,1,1,0,0,1,2,1,1,1,1,1,0,0,1,0,1,0,1,1,1,1,0,1,1

0,0,3,1,1,1,2,0,1,1,1,0,1,0,1,0,0,1,0,1,0,1,0,1,1,0,0,1,6,1,0,1,0,1,1,0,1,1 H
0,0,0,1,1,0,2,0,1,2,0,0,0,0,1,0,0,1,0,2,0,1,0,1,1,0,1,0,6,1,0,1,0,1,1,1,1,1

i

\ 1,04.0,1,0,1,1,1,1,1,0,0,0.0,1,1.2,1.2.1.1.1,0,0,1,1,0.4,1,1,1,1,1,1,1,1.1 §

1,0,3,0,1,1,2,1,1,0,1,1,1,1,1,1,0,1,1,2,1,1,0,1,0,1,1,0,6,1,0,1,1,1,1,1,1,1
1,1,2,0,0,0,1,1,1,0,1,1,0,2,1,1,1,2,1,1,1,1,1,1,0,1,1,0,6,1,0,1,1,1,1,1,1,0
0,0,3,0,0,1,3,0,0,1,0,1,1,1,1,0,0,0,0,2,0,0,1,1,1,1,1,1,2,1,0,0,1,1,1,1,1,0
1,0,1,1,1,1,1,1,1,1,1,1,0,2,1,1,0,2,0,1,1,1,1,1,1,1,1,1,0,1,0,0,0,1,0,1,1,0
1,1,0,1,1,1,2,1,1,0,1,1,1,2,1,1,1,2,1,1,1,1,1,1,1,1,1,1,0,1,0,0,0,1,0,1,0,0
1,1,1,1,1,1,0,1,1,1,1,1,1,2,1,1,1,2,1,1,1,1,1,1,1,1,1,1,6,1,0,0,0,1,0,1,0,0
1,1,1,1,1,1,1,1,1,1,1,1,1,2,1,1,1,2,1,1,1,1,1,1,1,1,0,1,6,1,0,0,0,0,0,1,0,1
0,0,4,1,1,0,1,0,1,2,1,1,0,0,0,0,0,0,1,2,1,0,1,0,0,0,1,0,2,1,0,0,1,0,1,1,0,1

1,1,2,1,1,1,2,1,1,1,1,1,1,2,1,1,1,1,1,0,1,1,0,1,1,1,1,1,0,1,0,1,1,0,1,1,0,1
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1,1,1,1,1,0,1,1,1,1,1,1,1,2,1,1,1,1,1,0,1,1,1,1,1,1,1,0,0,1,0,1,1,1,1,1,1,0
1,1,1,1,1,0,2,1,1,0,1,1,1,2,1,1,1,2,1,1,1,1,1,1,1,1,0,0,0,1,1,1,1,1,1,1,1,0
1,0,3,1,0,1,2,1,0,1,1,1,0,0,1,0,0,2,1,1,1,0,0,1,1,1,1,1,6,1,1,1,1,1,1,1,1,0
0,0,4,0,0,1,1,0,0,1,1,0,0,1,1,0,0,0,1,1,0,0,1,1,1,1,0,1,1,1,1,1,1,1,1,1,1,0
S S P o T P D O L, B B T I 1 0 0 P
1,0,4,1,1,1,1,0,1,0,1,0,1,1,1,0,1,2,1,0,1,1,0,0,1,1,1,0,0,1,1,1,1,1,1,1,1,1
1,1,3,1,1,1,2,0,1,1,1,1,1,2,1,0,1,1,0,1,1,1,0,0,0,0,0,0,5,1,1,1,1,1,0,1,1,0
0,0,3,0,0,1,3,0,0,1,0,1,1,1,1,0,0,0,0,2,0,0,1,1,1,1,1,1,2,1,1,0,1,1,0,1,1,0
0,0,1,1,0,1,3,1,0,1,0,0,0,1,0,0,0,1,0,2,0,0,0,1,1,1,1,1,6,1,1,0,1,1,1,0,1,0
1,1,1,1,0,0,2,1,1,0,1,0,1,2,0,1,1,1,1,2,1,1,1,1,0,0,1,1,0,1,1,0,1,1,1,0,1,0

1,1,2,0,0,0,1,0,1,1,1,1,1,1,1,1,1,1,1,1,1,1,0,1,1,1,0,1,0,1,1,0,1,1,1,0,1,1

Input file in .csv format.

Run Weka and select the Explorer
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Fig 2.4 Weka Interface
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Fig 2.5 Loading data into Weka —~CSVformat (click on Open file...)
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Fig 2.6 Preprocessing the input

Editing data in Weka (click on “Edit”....)
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Fig 2.7 Data pre-processing and visualization. Click on “Visualize All”.
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Applying k-means clustering tehnique

¥ithia cluster suz of squared errors: 2085, 3102104030017
Misaing values globelby zepleced with zaen/eode

Cluster}
i Mttribute full Dats 1 i
I I )
| Statug 06H .01 1
A : | Geader LS QR 0.6
' ‘1 hge LM 20k L
- 3trens 06 0446 0.6
|\ Bedridden AL 0L 00
¢ hanrexa LI 04T O
- Clisase L8 am o
| Fandly Biatory URTI i R N .
Vit B6 deficiency LB 0BE A0S : ?
“{Hater intafe L LI 0 il
| Salt-intete LIS LA 0.8 2
{Calcimn Intate LM LI 0.6
f Byperparathyzoidis 2.5 D.1ME  0.828 .
| Bload Bressure L3 s 1 : i
| Diabetes LS LI 0.8 |
| previous bidoey stooe steacks 0.4 0 i




ettt
L
(Gssbdstmecoin

Omiitat [ &

i) St

Tisedets vt

TFIRaTY tract blockage )

== ¥odel and evaluation on test split ==

| Kdeans

Husber of iterations: 3
Within cluster suz of squered errora: 2160.06008692459
Wisaing values globally replaced with zean/mode

5478

| Freency of Urinetion L 02 Lew
| Trine Cutpat 066 0.0 0861

| idney statns Ll L4 0%
ihin LEST 0BT 05
Cloudy/ Red-colored Urine 0,597 08682 0.8525

| vusen 066 0589 06633

- Vouitting 0621 0.5R3 0.9023
| Sweating 0506 0486 0,663
_ | Foul Seelling Trite LU 05 0800
| (aills LR 0BT 06
LI 04N 0.6

o PRI I 1 I X1
| Cnalate Rich Foo 0H2 0.6 086N

I black tea 056 056 0.6

| pinsch L6 LG 0
it LU 0MR LM
|oranges LU D.OME 0.1

weet potatoes 07099 0.7 04082

| stravberries 08505 08314 0.8266

| g 06 DS L

- pealtry LI 05 0433

I hanid

Sobs
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::ilﬁmpIeKPiEans N2-A weta core Euckdeanistnee R st 1500-510

Ostrercupt
| Cluster centroida: [d
Cluster}
| |Rteribuce Rull fata 0 1

’ @y )

st 06718 0 1
| ender 05T 0M 0TI
e LR LS LE

|Suress LB 04T 0653
\ | Bed-ridden 0608 0.5040  0.657
| hnorexia LSS 050 0608
{Clixate LI 200m 130
| Paily Bistory LS 021 0T
| Vit 86 deficiency LEM O 0.0WT 0.
|¥ater intake LIS LTSS 0.5

|Salt-intake 06684 0.005% 0.1 :f
| Calciun Intaie L6 0.3 0.8m il
| Byperparathyroidisn 058 00 0 b
|Blood Bresaure LO8 066 L0 _5‘,‘
\ |Dibetes 0655 0361 07756 /
Previous kidney atone attacks 0.4827 0 0712
Urinary tract blockage 0,578 0 0.8504
| Frequency of Urinaticn 1182 0161 1.84%6
| Urine Gurpat L6 0446 00109 E
| Kidney scatus L0 LSS 0.862
| min GO 0065 0.9505 '|
| Cloudg/ Red-colored Urize 06088  0.%8  0.808 ‘
| Hausea DML 0556 0.6815 |
| Vonisting DEE 0555 0.0 I
| Sieating DS 04S6 0,636 i ‘
| Roul Smellting Urine 0T 0504 0606 ,
| Chills LR 0582 0.6486
| Rever 06058 DAL 066
5 Drugs PR 7 R ) [
P m @m
o bl




I breviows ¥idney gtone astacks

rivery tracs blothage
Frequency of Jrination
Trine Cutpuc

{onalate ich Foot
| blck tea

| spinack

coffes

{oranges

| aweat: potataes

| scrasberries

| iy

poultry

{lusterad Instances

e o
11 mom

.52
L3
0,653
0
051
L1582
08387
10933
Le
0.608t
0.6441
0.658
0.588
0. 7080
0,624
0.605%
2,794
0,008
0.5%1
0,644l
0.91%
0.5765
0,651

0.5
0,542
04812

o8

0.6116
0. 3361
b

}
0.100
0.4483
1.5788
0.16%
0.1508
0.5656
0.5255
B.4868
15049
0.5892
0.4881
25231
0.67804
0.6111
0.6
0.543
08154
0,718
0.8636
0.4703
0,5613

073
14
0.7756
0,712
0.8504
1.5436
h.8154
0.8622
0.9505

0.208
0.6815
0.7223
0.6366

0.806
0.6486

0.662
2287
0.6763

0.5%
06461
0. %053
0.8579
0. 686
80455
G649
9451

Fig 2.8(b) Output of clustering technique
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Applying ‘Linear Regression’ technique from ‘functions’,

¢ Classifier

Biwla- -
| 4 dasstiers .
o d-fFjbayes
‘@ _ﬁmxﬁ%hﬁhﬁ . )
-4 GaussiarProcesses _
@ LotoiRegissen 0
Fod LeastMedsq -
Ced UBRESR o)
o LS -
-~ LinearRegression -~ .
Lol
= Multﬂayer?erc’eptruh
@ PaieRegrassing
-4 PLSClassifier
4 RBFNetwark
4 Sroplel nesRegrestion
& Sipfelagistic
-~ SMOreg- - RS ?-.:'
@ Vogdedon o,
g L S E e
b-{Ellazy B v

[

Fig. 2.9 Selection “lincar regression” from “functions”,
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Il i

Selecting 75% percentage split on initial 38 attributes and applying linear regression on it.

4 Ligesr Begresaion Xodel
Status =

-0,0430 # Gender +

0,040 # Age +

00484 * Stress +

-0,0527 + Bed-ridden +

£.0723 + Tantly Bistory +
-0,0963 # Raver intake +

01453 + Salt-intake +

0.0333 + Caleine Inteke +

8,0523 ¥ Eyperparathyroldizm +
0,109 ¢ Blood Pressure +

0,0877 # [izbetes +

0.1241 ¥ Drinary tract blockage ¢
9,127 * Frequency of Urination +
-0.0487 ¢ Kidney statvs +

0.3829 ¢ Fain 4 ‘
-0.1256 ¢ Hausea §
~0,0347 * Sweating +

0.0553 * Toul Seelling Urine +
-0.0281 # Chills +

0.0513 ¢ Taver +

0.0964 * Cxalace Rich Food +
-0,0313 * biack tea #
-0.020§ * spinach +

0.0523 * coffee ¢

0.0958 * granges +
-0.0235 ¢ sueet poratoed +
-9.0286 * zots +
-0.0346 ¢ peoltry +
-0.0011

o Flg 2.10 Output of Linear—re.gression technique
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0. 1608 ¥ Blond Fresaure ¢ T — ' — :73
0.5277 + Disbetes +
[.1241 ¢ Urinary tract blockage ¢ : U
£.1297 ¢ Frequescy of Drizatice + :
-0.0383 # Widney statos +

6.3329 * Fain 4

-0,1258 + Mpugea ¢ i3
-0.0843 * Tweating + i
0.05§3 * Foul Srelling Trine + :
-0,0251 * Chiliz +

0.0513 ¢ Tever +

0.0964 * Cxalate Rich Tood +
-0,0373 + black cea +

-0.0204 * spinach +

0,052 * coffes +

0.0938 * pranges +
-0.0235 ¢ oweet potdtoes +
-0,0236 ¢ nuts +
-0.0346 * peuitey +

Dl wa s
[t

-0.0011
N
: ]
1 Tize taken to tuild podel: 8,11 seo E,‘
. H
ij== Fvaluarion oo test split === F.
1
‘== JUMRIY = ’f
) : Carzelation ceefficient 0.3607
'} ean ghsplute excor 0.06
“} Root. mean squated eror 0.8948
:iRelative absolute error 15,2139 %
1 Roat relative squazed error 19,8505 t
i Totel Huzber of Instances 135




Chapter 5

Results and Discussion

5.1 Result of Simple k-mean clustering technique

=== Run information ===

Scheme: weka.clusterers.SimpleKMeans -N 2 -A "weka.core. EuclideanDistance -R first-
last" -1 500 -S 10
Relation: data for 500
Instances: 500
Attributes: 38
Status
Gender
Age
Stress
Bed-ridden
Anorexia
Climate
Family History
Vit Bé deficiency
Water intake
Salt- intake
Calcium Intake
Hyperparathyroidism
Blood Pressure
_ Diabetes

Previous kidney stone attacks
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Urinary tract blockage

Frequency of Urination

Urine Output

Kidney status

Pain

Cloudy/ Red-colored Urine

Nausea

Vomitting

Sweating

Foul Smelling Urine

Chills

Fever

Drugs - . \‘
Oxalate Rich Food |
black tea

spinach o
\ coffee

oranges

sweet potatoes
strawberries 3

nufts

poultry ! \‘

Test mode:  split 75% tréin, remainder test
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j === Clustering model (full training set) ===

Number of iterations: 4
Within cluster sum of squared errors: 2889.3182104089137

Missing values globally replaced with mean/mode

Cluster centroids:

Attribute Full Data 0 1
(500) (185) (315)

Status 0.664 0.0919 1 :
4, Gender 0.514 0.2108 0.6921 d
’ Age 1.878 2.0108 1.8

Stress 0.6 0.4486 0.6889

Bed-ridden 0.61 0.4541 0.7016

Anorexia 0.568 0.4378 0.6444

Climate 1.58 2.0703 1.2921

Family History 0.548 0.2108 0.746

Vit B6 deficiency 0.63 0.3568 0.7905

Water intake 0.972 1.573 0.619

Salt- intake 0.6573 0.3676 0.8275

Calcium Intake 0.684 0.3676 0.8698

Hyperparathyroidism 0.592 0.1946 0.8254

Blood Pressure 1.364 0.7405 1.7302

Diabetes 0.65 0.3676 0.8159
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Previous attacks
Urinary tract blockage
Frequency of Urination
Urine Output
Kidney status
Pain
Cloudy/ Red-colored Urine
Nausea
Vomitting

Sweating
Foul Smelling Urine
Chills
Fever
Drugs
Ozxalate Rich Food
black tea
spinach
coffee
oranges
sweet potatoes
strawberries

nuts

pouliry

0.478
0.568
1.144
0.686
1.132
0.6857
0.5978
0.6396
0.6527
0.5846
0.7187
0.6242
0.5978
2.7473
0.8022
0.5956
0.6549
0.9187
0.8769
0.7099
0.8505
0.6
0.5077

0.0919
0.2
0.3838
1.4595
0.2357
0.1642
0.5889
0.5683
0.4496
0.5787
0.5337
0.429
3.2187
0.6877
0.564
0.6063
0.9452
0.9366
0.7672
0.8914
0.5373
0.5357
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0.7587
0.8476
1.6984
0.8635
0.9397
0.95

0.8525
0.6693
0.7023
0.6639
0.8009
0.6773
0.6969
2.4704
0.8694
0.6142
0.6835
0.9031
0.8419
0.6762
0.8266
0.6368
0.4913




j === Model and evaluation on fest split ===

Number of iterations: 3
Within cluster sum ofsquared errors: 2160.06008692459

Missing values globally replaced with mean/mode

Cluster centroids:
Cluster#
Attribute Full Data 0 1
(375) (121) (254)

Status 0.6773 0 1

Gender 0.5227 0.124 0.7126
| Age 1.848 1.9835 1.7835 ’
! Stress 0.5973 0.4793 0.6535

Bed-ridden 0.608 0.5041 0.6575

Anorexia 0.5813 0.5041 0.6181

Climate 1.5947 2.1074 1.3504

Family History 0.5707 0.2231 0.7362

Vit B6 deficiency ' 0.624 0.3967 0.7323

Water intake 0.9653 1.7355 0.5984 ‘

Salt- intake 0.6684 0.3058 0.8412 . \[

Calcium Intake 0.696 0.3223 0.874 i
) Hyperparathyroidism 0.584 0.1901 0.7717 l

Blood Pressure 1.3787 0.6116 1.7441 I‘

Diabetes 0.6533 0.3967 0.7756 1-

Previous kidney stone attacks 0.4827 0 0.7126
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Urinary tract blockage
Frequency of Urination
Urine Output
Kidney status
Pain
Cloudy/ Red-colored Urine
Nausea
Vomitting
Sweating
Foul Smelling Urine
Chills
Fever
- Drugs
Oxalate Rich Food
black tea
spinach
coffee
oranges
sweet potatoes
strawbetries
nuts

poultry

Clustered Instances

0 47(38%)
1 78(62%)

0.576
1.152
0.6987
1.0933
0.6971
0.6088
0.6441
0.6588
0.5882
0.7088
0.6294
0.6059
2.7941
0.8088
0.5941
0.6441
0.9176
0.8765
0.6971
0.85
0.5912
0.4912
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0
0.1074
0.4463
1.5785
0.165
0.1908
0.5656
0.5255
0.4866
0.5049
0.5892
0.4881

2.9251 -

0.6784
0.6111
0.64

0.9436
0.9154
0.7188
0.8636
0.4703
0.5613

0.8504
1.6496
0.8189
0.8622
0.9505
0.808

0.6815
0.7223
0.6366
0.806

0.6486
0.662

2.7317
0.8709
0.586

0.6461
0.9053
0.8579
0.6867
0.8435
0.6487
0.4578




5.2 Result of Linear Regression technique

=== Run information ==

Scheme:  weka.classifiers. functions, LincarRegression -S 0 -R 1.0E-8
Relation:  kidney for Ir for 500values
Instances: 500
Attributes: 38
Status
Gender
Age
Stress
Bed-ridden
Anorexia
Climate
Family History
Vit B6 deficiency
Water intake
Salt- intake
Calcium Intake
Hypetparathyroidism
Blood Pressure
Diabetes
Previous kidney stone attacks
Urinary tract blockage
Frequency of Urination
Urine Output
Kidney status
Pain
Cloudy/ Red-colored Urine
Nausea
Vomitting
Sweating
Foul Smelling Urine
Chills
Fever
Drugs
Chocolate
black tea
spinach
coffee
oranges
sweet potatoes
strawberries
nuts
poultry
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Test mode:  split 75.0% train, remainder test

=== Classifier model (full training set) ===

Linear Regression Model

Status =
-0.0496 * Gender +
-0.0401 * Age +
-0.0484 * Stress +
-0.0527 * Bed-ridden +
0.0723 * Family History +
-0.0568 * Water intake +
0.1453 * Salt- intake +
0.0333 * Calcium Intake +
0.0529 * Hyperparathyroidism +
0.1008 * Blood Pressure +
0.0877 * Diabetes + _
0.1241 * Urinary tract blockage +
0.1287 * Frequency of Urination +
-0.0183 * Kidney status +
0.3829 * Pain +
-0.1256 * Nausea +
-0.0943 * Sweating +
0.0553 * Foul Smelling Urine +
-0.0291 * Chills +
0.0513 * Fever +
0.0964 * Oxalate Rich Food +
-0.0373 * black tea +
-0.0204 * spinach +
0.0523 * coffee +
0.0958 * oranges +
-0.0235 * sweet potatoes +
-0.0286 * nuts +
-0.0346 * poultry +
-0.0011
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Time taken to build model: 0.11 seco_nds

=== Evaluation on test split ==

=== Summary ==

Correlation coefficient
Mean absolute error

Root mean squared error
Relative absolute ertor
Root relative squared error
Total Number of Instances

0.9807 °
0.0694
0.0948
15.2139 %
19.4501 %
125
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Conclusion

Firstly the simple k-means clustering method was applied on our data. The limitation of that
method was that the prediction can be made of the whole population only rather than getting
the results of an individual. To overcome this limitation, the classification technique linear
regression was applied. As the outcome, an equation was found. Putting the values in the

equation will give the probability of kidney stone of the particular individual.
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