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Chapter 1: Introduction 

 

1.1 Introduction 

In today’s business model, where customer satisfaction is critical to success, the hybridization 

of machine learning and operational practices, known as MLops, emerges as an important 

methodology in furthering this process in a sophisticated production-ready customer 

satisfaction prediction system. By leveraging the power of advanced technology and MLOps 

principles of strategic recognition, our team seek to return what has been defined traditional 

approaches to predictive modeling, ultimately empowering organizations to make data-driven 

decisions that maximize customer satisfaction 

 

1.2 Problem Statement 

To address the core problem statement of our project, the primary objective is to develop a 

robust predictive machine learning model for anticipating the customer satisfaction score 

associated with a future order or purchase. In this project, we aim to leverage the dataset 

focused towards the Brazilian market, which contains over 100,000 orders during the duration 

of 2020 to 2022. This dataset consists of various features, which includes: 

● order details, 

● prices, 

● customer location, 

● review comments etc. 

By leveraging these particular features and powerful machine learning algorithms, we aim to 

build a predictive model capable of extrapolating the probable satisfaction score for the future 

orders. 

 

To practically implement our idea, we have chosen to employ ZenML, which is a powerful 

tool for orchestrating end-to-end machine learning pipelines. By integrating ZenML into our 

workflow, we aim to construct a production-ready pipeline that seamlessly translates our model 

from conception to deployment. This ensures not only the accuracy of our predictions but also 

positions our solution for real-world applicability, thereby addressing the dynamic nature of 

the e-commerce landscape. In essence, our report will detail the evolution of our methodology, 
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the insights gained from the dataset, the intricacies of our predictive model, and the practical 

implications of using ZenML to construct a pipeline geared for deployment in real-world 

scenarios. 

 

 

1.3 Objectives 

The objectives of this project are intricately designed to address key challenges in predictive 

modeling and operational deployment, aiming to create a robust "Production-Ready Customer 

Satisfaction Prediction" system. Each objective is strategically formulated to contribute to the 

project's overarching goal of integrating machine learning and operational practices through 

advanced MLOps principles. 

 

1. Holistic Model Development: 

Employ state-of-the-art machine learning techniques for the development of an accurate 

customer satisfaction prediction model. Thoroughly evaluate and fine-tune the model's 

performance to ensure optimal accuracy and reliability. Implement interpretability 

measures to enhance stakeholders' understanding of the model's decision-making 

process. 

 

2. Streamlined Data Preprocessing: 

Develop and implement robust data preprocessing procedures to handle diverse data 

sources and ensure data consistency. Utilize advanced techniques for feature 

engineering to enhance the model's ability to capture nuanced customer sentiments. 

Implement data quality checks and validation processes to maintain the integrity of 

input data. 
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3. Establishment of a ZenML-Powered CI/CD Pipeline: 

Design a CI/CD pipeline using the ZenML framework to automate end-to-end 

workflows, from data preprocessing to model deployment. Integrate version control to 

track changes, enabling seamless collaboration and ensuring reproducibility. 

Implement continuous integration to automatically validate changes, minimizing errors 

and reducing the time required for deployment. 

 

4. Transparency and Reproducibility via MLFlow: 

Employ MLFlow for model deployment, ensuring transparent and reproducible model 

deployment practices. Log and monitor model metrics, hyperparameters, and artifacts, 

facilitating comprehensive tracking and auditing. Implement an effective versioning 

strategy to manage model updates and iterations seamlessly. 

 

5. Interactive Streamlit Application Development: 

Craft a user-friendly Streamlit application for stakeholders to intuitively interact with 

and visualize customer satisfaction predictions. Enable real-time updates to empower 

stakeholders in exploring the dynamic nature of the model's outputs. Enhance usability 

with intuitive visualizations and user-friendly interfaces to enrich the stakeholder 

experience. 

 

6. Open AppSec Integration for Enhanced Security: 

Integrate an open application security (AppSec) engine to fortify both the customer 

satisfaction prediction model and the associated application. Conduct rigorous security 

assessments for the identification and mitigation of potential vulnerabilities. Implement 

secure coding practices and continuous security monitoring to ensure ongoing 

resilience against emerging threats. 
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1.4 Significance and Motivation of the Project Work 

 

The significance of this project lies in its potential to revolutionize how organizations approach 

customer satisfaction prediction. By bridging the gap between machine learning development 

and operational deployment, the project offers a comprehensive solution to the challenges faced 

by businesses in maintaining predictive models. The motivation stems from the belief that a 

well-implemented solution, integrating advanced MLOps practices, can fundamentally 

transform decision-making processes.  

 

This project aspires to contribute to the success and competitiveness of modern enterprises by 

empowering them to make informed decisions, enhance customer experiences, and ultimately 

achieve higher levels of satisfaction. The motivation is grounded in the understanding that such 

a solution can be a game-changer in the business landscape, fostering innovation and resilience 

in the face of evolving market dynamics. 
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Chapter 2: Literature Survey 

 

2.1 Overview of Relevant Literature 

In this section, we delve into the existing research landscape related to the optimization of 

customer satisfaction prediction systems. We examine the progress made in areas such as user 

interface design, security protocols, and automated evaluation mechanisms, aiming to draw 

insights and inspiration for the development of our production-ready solution. 

R. Ibne Sattar et al. [6] significantly improved the security of the online examination system 

by putting in place a blockchain-based framework. By utilizing IP-based login, blockchain 

technology, and authentication methods, the framework showed improved resistance to fraud 

and unauthorized access. This demonstrates how well these combined methods work to 

strengthen the security of online exams. 

J. Heizg et al. [7] used early stage prediction and trained the model on twitter conversational 

data and 2 customer support datasets while utilizing the text analysis and gained an 

improvement of 30% in F1-Score. 

N. Zeinalizadeh et al. [1] has effectively identified and ranked the aspects that influence total 

bank customer happiness. When it comes to forecasting customer happiness, the created 

Artificial Neural Network (ANN) model outperforms a linear regression model. Setting 

priorities for factors—Fees and Loans, Prompt Service, and Appearance being the most 

important—provides useful information for the banking sector's strategic decision-making. In 

general, the research advances knowledge about and enhances client happiness in a cutthroat 

banking sector. 

C. Gurǎu et al. [2] discussed the crucial difficulty of controlling consumer profitability in 

markets with intense competition. In order to determine, forecast, and improve customer 

profitability, the suggested model incorporates ideas like client lifetime value, segmentation, 

loyalty, and data mining. The study highlights the significance of marketing-mix tactics that 

are customized for loyal and high-value clients. It also highlights the management and 

organizational challenges of implementing this strategy in changing market settings. 
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S. Kumar et al. [3] uses Twitter input to analyze machine learning techniques to improve 

customer experience in the airline business. The paper evaluates CNN, SVM, and several ANN 

designs for tweet categorization using features derived from tweets using word embedding and 

n-gram techniques. CNN performs better than SVM and ANN models, according to the results. 

Association rule mining also exposes interesting connections among various tweet categories, 

giving airline industry useful information to enhance the traveler experience. 

 

L. C. Siebert et al. [4] shows a close agreement with survey-based indicators when using 

machine learning approaches to forecast customer satisfaction for power distribution 

businesses. With a little 1.36% deviation, the technique provides a prompt means of detecting 

and resolving disruptions in customer satisfaction. Creating an intelligent algorithm is a useful 

invention that may help businesses better understand the effect of customer happiness and 

continuously improve performance. 

 

A. Shatnwai et al. [5] a customer retention model that addresses skewed datasets by utilising 

several oversampling techniques and the XGBoost machine learning classifier. The outcomes 

demonstrate encouraging performance in comparison to other classifiers, providing businesses 

across several industries with a practical approach to preserving client loyalty and upholding 

expansion and financial gain. 

 

P. Kunekar et al. [8] classification algorithms to pinpoint the major elements affecting airline 

passenger happiness. The best accuracy is produced by the LightGBM classifier, which 

emphasizes the importance of age, flight distance, customer type, in-flight Wi-Fi, and mode of 

travel. These results may be deliberately applied by airlines to raise customer happiness and 

boost overall performance. 

 

A. Kohei et al. [9] presents an approach for estimating churn customers that makes use of 

logistic regression and LightGBM. The suggested approach outperforms the traditional 

GradientBoostingClassifier (GBC) by around 10% in the prediction and analysis of churn client 

attributes, providing better sales insights. 

 

Y. Lu [10] shows how China Mobile is improving customer happiness by focusing on 5G apps. 

XGBoost and lightgbm are two machine learning techniques that are used in conjunction with 
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data preprocessing to create an efficient satisfaction prediction model. For the test set, the 

XGBoost approach generates a plausible and practically meaningful confusion matrix graphic. 

 

J. Ren et al. [11] presents AppSec, a secure execution environment built on top of a hypervisor 

that shields user interactions and sensitive application data from untrusted operating systems. 

AppSec protects against runtime changes, checks kernel memory access, separates devices 

used for human-machine interaction, and offers a privileged-based window system in addition 

to ensuring code integrity. A trusted I/O path, mediation of kernel memory access, and runtime 

verification of dynamic shared objects are some of the main benefits. The working prototype 

showcases the effectiveness and usefulness of AppSec. 

 

M. Alenezi et al. [12] examined seven open-source online apps built on Java for static security 

flaws, finding recurring problems most likely brought on by rushed development or a lack of 

security expertise. It suggests creating an intelligent framework to resolve vulnerabilities, 

update missing code, offer recommendations for secure development, and gain knowledge 

from professional practices for efficient security mitigation. 

 

W. J. van den Heuvel et al. [13] offers a unique platform for ML-Ops and transparent model-

driven development in smart corporate apps. By highlighting AI/ML Blueprints as first-class 

entities, it guarantees portability and end-to-end transparency. The framework, which includes 

continuous deployment and monitoring, is based on the intelligent Application Architecture 

(iA2) and logically distinguishes between simple data processing and sophisticated 

capabilities. Key findings are summarized, an open research agenda is outlined, and a 

fundamental metamodel for blueprint-model-driven MLOps in iA2 applications is introduced 

in the conclusion. 

 

L. E. Lwakatare et al. [14] highlights the difficulties of incorporating machine learning (ML) 

procedures into contemporary software development, such as DevOps, and discusses the 

complexity of producing software using ML components. It draws attention to the absence of 

defined protocols for this integration. The suggested fixes entail merging the workflow 

procedures for ML and DevOps. Presentations of real-world examples are made to highlight 

problems and possible fixes in this area. 
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E. Puica [15] evaluates the effectiveness of Supply Chain Management (SCM) technology 

initiatives utilising Azure. It makes use of a number of efficiency metrics and emphasises 

Azure's contribution to resolving operational issues using machine learning in supply chain 

management. The research helps managers make decisions by effectively assessing the 

productivity growth and technical efficiency of IT systems in SCM. The results aid in 

determining which IT solutions are more effective in various SCM areas. 

 

2.2 Key Gaps in the Literature 

A review of the literature reveals some significant gaps and limitations that are present in 

different related works. Although it seems promising, putting a blockchain-based system into 

place requires specialized knowledge and resources due to its technical complexity. The 

smooth operation of blockchain-based solutions is further hampered by issues like expensive 

fees during network congestion and slow transaction confirmation times. 
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Chapter 3: System Development 

 
 

3.1 Requirements and Analysis 

In this crucial phase of system development, the thorough identification and analysis of 

requirements lay the foundation for a successful "Production-Ready Customer Satisfaction 

Prediction" system. The requirements are categorized into two distinct facets: functional 

requirements and non-functional requirements. 

 

3.1.1 Functional Requirements: 

The functional requirements represent the specific features and functionalities the system must 

possess to meet the outlined objectives. 

 

1. Data Collection and Preprocessing: 

The system should seamlessly collect and integrate customer data from diverse sources, 

including feedback forms, surveys, and customer interactions. Implement robust data 

preprocessing mechanisms to handle missing data, outliers, and ensure data consistency 

for accurate model training. 

 

2. CI/CD Pipeline Automation: 

Developing a CI/CD pipeline using the ZenML framework in order to automate the 

end-to-end workflow which includes:  

● Data Preprocessing, 

● Model Training,  

● Validation 

Ensure the pipeline allows for version control, enabling effective collaboration and 

reproducibility of each stage of the model development process. 
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3. Model Deployment with MLFlow: 

Implement MLFlow for model deployment to ensure transparency, versioning, and 

efficient monitoring of key metrics and parameters. Enable the seamless integration of 

MLFlow with the CI/CD pipeline to maintain a consistent and reproducible deployment 

process. 

 

4. Streamlit Application Development: 

Design an intuitive Streamlit application that allows stakeholders to interact with and 

visualize customer satisfaction predictions. Ensure real-time updates and dynamic 

visualization to enhance the user experience and facilitate a deeper understanding of 

model outputs. 

 

5. Security Integration: 

Integrate an open application security (AppSec) engine to fortify both the predictive 

model and the associated application. Conduct regular security assessments to identify 

and address potential vulnerabilities, ensuring the system's resilience against security 

threats. 

 

3.1.2 Non-Functional Requirements: 

Non-functional requirements encompass aspects such as system performance, reliability, and 

security. Given the project's emphasis on MLOps and customer satisfaction prediction, the non-

functional requirements are as follows: 

 

1. Scalability: 

The system should be scalable to accommodate an increasing volume of customer data 

without compromising performance. The CI/CD pipeline and deployment process 

should be designed to scale seamlessly with the growth of data and user interactions. 

2. Reliability: 

The system must ensure high reliability, minimizing downtime and disruptions to 

maintain continuous availability for stakeholders. Implement automated monitoring 

and alerting mechanisms to promptly address and rectify any unforeseen issues. 
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3. Performance Optimization: 

Optimize the performance of the predictive model to ensure timely and accurate 

customer satisfaction predictions. Regularly assess and enhance the efficiency of the 

CI/CD pipeline for swift and error-free model updates. 

 

4. User Experience (UX): 

Prioritize an intuitive and engaging user experience in the Streamlit application to 

encourage stakeholder interaction. Ensure that visualizations are user-friendly, 

facilitating a clear understanding of the model's insights. 

 

5. Security Measures: 

Uphold high-security standards through encryption, access controls, and secure coding 

practices. Regularly update security protocols and conduct periodic security audits to 

address emerging threats and vulnerabilities. 

 

 

MLOps Methodology: Bridging the Gap Between Development and Operations 

 

What is MLOps Methodology? 

MLOps, a portmanteau of "Machine Learning" and "Operations," refers to a set of practices 

and principles that aim to integrate machine learning (ML) systems seamlessly into the broader 

realm of operational practices. It serves as a bridge, facilitating collaboration between data 

scientists, who focus on model development, and operations teams responsible for deploying 

and maintaining these models in real-world environments. MLOps includes a comprehensive 

set of practices, along with version manipulation, continuous integration and deployment 

(CI/CD), monitoring, and automation, to streamline a given machine learning life cycle.  

This method strives to triumph over the challenges related to deploying ML models at scale, 

making sure that the fashions are not simplest correct for the duration of improvement but 

additionally keep their performance and reliability in operational settings. 
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Why do we need MLOps in production? 

The inclusion of MLOps in a production system is beneficial in several ways, which are as 

follows: 

● Solution to challenge of transitioning machine learning models from development to 

deployment stages 

● Machine learning model requires continuous adaptation to new data which is achievable 

with a continuous automation deployment pipeline 

● MLOps helps to foster collaboration and communication between the data engineers, 

scientists and the operations team, thus helping in accelerating the overall life cycle of 

the end product. 

 

How Does MLOps Work? 

The workings of MLOps are grounded within the systematic integration of machine learning 

and industry level operational practices. It begins with the status quo of a sturdy CI/CD 

pipeline, which automates the whole ML workflow, from data preprocessing and model 

training using algorithms to deployment and metrics tracking. This pipeline guarantees that any 

changes in statistics or model structure are seamlessly integrated, presenting a regular and 

reproducible deployment procedure. MLOps also carries model control, allowing the tracking 

of changes in both code and models. Continuous monitoring ensures that deployed models 

carry out optimally, with the ability to come across anomalies or degradation in real-time. 

Furthermore, MLOps emphasizes collaboration, ensuring that feedback from operational teams 

informs enhancements in model development, creating a cyclical technique that iteratively 

enhances both development and deployment practices. 
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Figure 1 - MLOps Stages [11] 

 

The figure above (Fig. 1) shows the different stages in a typical MLOps pipeline. The various 

stages include: Development & Experimentation, Pipeline Continuous Integration, Pipeline 

Continuous Delivery, Automated Triggering, Model Continuous Delivery, Monitoring. 

 

3.2 Project Design and Architecture 

At the core of our project, we aim to integrate machine learning operational practices with 

powerful algorithms in order to achieve our objective for this particular project. In this section, 

we will dive into the entire project design and the architectural workflow for the project. 

 

Overall Architecture: Training and Deployment Pipelines 

Training Pipeline: 

The training pipeline is one of the most important parts in our entire architecture. Below are 

the several steps that it consists: 

1. We begin with the ingest_data step wherein the raw data from the dataset is ingested 

and processed into a pandas DataFrame. 

2. The clean_data step follows, systematically removing unwanted columns and ensuring 

data cleanliness.  
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3. The train_model step employs MLflow autologging to train the model, capturing 

hyperparameter values and model artifacts for comprehensive tracking.  

4. The evaluation step assesses model performance and logs evaluation metrics, 

contributing valuable insights to the MLflow experiment tracking. 

 

Deployment Pipeline: 

This is one of the most interesting parts of the entire pipeline. The deployment pipeline’s main 

purpose is to establish a continuous deployment workflow. The entire deployment pipeline can 

be found in the deployment_pipeline.py file, which consists of a series of stages that are also 

included in the training pipeline. Towards the end of the deployment pipeline, we have certain 

model evaluation to evaluate the model performance. Those are as follows: 

● Mean Squared Error (MSE) 

● Root Mean Squared Error (RMSE) 

● R2 Score 

 

In both pipelines, the ZenML framework's MLflow integration is leveraged for meticulous 

tracking. Hyperparameter values, trained model artifacts, and evaluation metrics are logged 

into the local MLflow backend, ensuring transparency and reproducibility. The Deployment 

Pipeline also features a local MLflow deployment server, serving as a dynamic endpoint for 

the latest model meeting accuracy criteria. This server operates as a daemon process, persisting 

beyond individual pipeline executions, and seamlessly updating to serve newly trained models 

that surpass the accuracy threshold. 
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Current Progress on the Architecture 

In the current project phase, our architecture now encompasses both the Training and 

Deployment Pipelines, marking a significant milestone in our MLOps journey. The meticulous 

design of these pipelines ensures a solid foundation for model development, evaluation, and 

seamless deployment into production environments. With both pipelines in place, we've 

established a comprehensive end-to-end workflow, facilitating continuous improvement and 

adaptation to evolving data while ensuring the smooth transition of models from development 

to deployment stages. 

 

The iterative nature of our pipelines allows us to refine our models continuously, leveraging 

the latest data and insights to enhance performance and accuracy. The Deployment Pipeline, in 

particular, streamlines the process of deploying models into real-world applications, ensuring 

that our predictive systems are readily available for operational use. 

 

Embedded within these pipelines are robust tracking mechanisms that provide detailed insights 

into the model's performance at every stage, promoting transparency and facilitating informed 

decision-making. This transparency fosters collaboration between development and 

operational teams, enabling us to address challenges swiftly and effectively. 

 

As we move forward, the synergistic relationship between the Training and Deployment 

Pipelines will further optimize our MLOps workflow, ultimately realizing our vision of a 

production-ready customer satisfaction prediction system that delivers tangible value to our 

stakeholders. 

 



 

 

16 

 

Figure 2 - Training Pipeline Stages 

 

The figure above (Fig. 2) shows the different stages of the MLOps training pipeline defined 

by us in Python. The stages include: 

● Ingesting the data from the dataset 

● Cleaning the data ingested from the dataset 

● Training the model using the selected mode (either Linear Regression, LightGBM or 

Random Forest) 

● Evaluating the model using either MSE, R2 Score or RMSE 
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                     Figure 3 - ZenML Model Workflow 

        

The figure above (Fig. 3) shows the overall data ingesting, data cleaning, model training and 

model evaluation stages, generated by the ZenML platform. 
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 Figure 4 - Deployment Pipeline Stages 

 

The figure above (Fig. 4) shows the different stages of the MLOps deployment pipeline 

defined by us in Python. The stages include: 

● Ingest Data: 

○ This stage involves fetching and loading the data needed for the machine 

learning model from the specified data path. 

● Clean Data: 

○ Here, the data is preprocessed to remove any inconsistencies or errors, 

ensuring it's ready for training. 

● Train Model: 

○ The cleaned data is used to train the machine learning model, preparing it to 

make predictions based on the provided input. 
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● Evaluate Model: 

○ After training, the model's performance is evaluated using evaluation metrics 

such as R2 score and RMSE (Root Mean Square Error). 

● Deployment Trigger: 

○ This stage determines whether the model meets the minimum accuracy 

threshold required for deployment. 

● Model Deployment: 

○ If the model meets the accuracy threshold, it's deployed using the MLflow 

deployer, enabling it to be utilized for making predictions in real-world 

scenarios. 

 

3.3 Data Preparation 

In this particular section, we’ll explore the very first crucial stage in our project, which is - 

Preparing the Dataset. This process involves exploring the dataset parameters and features, data 

ingestion, and the subsequent data cleaning processes.  

 

Dataset Exploration 

For this project, we have selected a dataset that centers on the Brazilian market. Our dataset 

includes a wide range of features that capture different aspects of customer orders. These 

features encompass crucial details such as  

● order information (order_id, order_status, order timestamps),  

● customer details (customer_id, customer_unique_id, customer location),  

● payment details (payment_type, payment_value),  

● product-specific details (product_id, price, freight_value, product dimensions, 

category, etc.).  

Also, the inclusion of features like review scores and review comments will definitely provide 

valuable insights into the prediction of customer satisfaction. 
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Reasons for choosing this dataset 

There are several considerations that we took into account in order to choose this particular 

dataset. 

Firstly, the pure focus on the Brazilian market aligns with the first iteration of this particular 

project. By focusing on one particular region, our model is tailored to work on this specific 

market which will ensure effectiveness and applicability in the future work. 

 

Furthermore, the decision to work with this dataset is influenced by pragmatic considerations. 

As of the current project phase, we face constraints related to software requirements for 

handling large datasets. This dataset strikes a balance, allowing us to effectively implement 

and iterate on the project without compromising the quality and efficiency of our model 

development process. As the project advances, the insights gained from working with this 

dataset will inform future iterations and potential adaptations for broader market applications. 

 

Data Ingestion and Data Cleaning Processes 

These are the fundamental phases of the data preparation process. Let us have a look at them: 

● The data ingestion process can be found implemented through the IngestData class and 

the corresponding ZenML pipeline step - ingest_data function. In this particular 

process, we are feeding the dataset to our machine learning pipeline in order to further 

process the data before applying the algorithm itself. 

● After the data ingestion process, comes another crucial step which is the data cleaning 

itself. Here, we are focused on making sure unnecessary columns aren’t included in the 

data which will be feeded to the machine learning model, in order to avoid noise in the 

data and in turn low accuracy of the entire model. 

 

3.4 Implementation 

In this particular section, we will dive deep into each step of the process which is involved in 

creating this particular project and making it reach to v1.0. We will explore all the steps ranging 

from data ingestion process, data cleaning process, to applying the machine learning algorithms 

to train the data and at last, evaluating the model for accuracy and lastly, deploying the project 

using MLFlow. 
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3.4.1 Data Ingestion 

In the realm of machine learning, data ingestion is a fundamental process that involves the 

acquisition and integration of raw data into a format suitable for model training. This process 

is analogous to laying the groundwork for subsequent analysis, as the quality and integrity of 

the dataset profoundly impact the efficacy of the machine learning model. Effective data 

ingestion encompasses tasks such as loading data from diverse sources, handling missing or 

incomplete records, and ensuring data consistency. 

 

In this, we define a class, IngestData, which is designed to ingest data from a specified source, 

returning a pandas DataFrame. This class is then instantiated in the ingest_data function, which 

serves as a ZenML step—a modular unit within the ML pipeline. 

 

In the IngestData class, the constructor (__init__) initializes the class instance with the 

provided data path, indicating the location of the dataset CSV file. The get_data method within 

the class utilizes the pandas library to read the CSV file located at the specified path, converting 

it into a DataFrame. Before the data is read, an informational log statement is issued, indicating 

the initiation of the data ingestion process. This logging practice enhances transparency, aiding 

in the tracking and monitoring of pipeline execution. 

 

The ingest_data function, decorated with @step from ZenML, encapsulates the entire data 

ingestion process. It catches any exceptions that may occur during the data ingestion, logging 

an error message if an exception is encountered and subsequently raising the exception. This 

error logging mechanism ensures that any issues during the data ingestion process are 

immediately identified and can be addressed, maintaining the integrity of the data pipeline. 

 

Overall, this code segment establishes a modular and scalable approach to data ingestion. The 

encapsulation of data ingestion functionalities within a class allows for easy maintenance and 

extension, while the logging mechanisms contribute to the traceability and debugging 

capabilities of the overall MLOps pipeline. The integration of ZenML steps facilitates the 

seamless inclusion of data ingestion within the broader machine learning workflow, ensuring 

a systematic and reproducible approach to acquiring the dataset for subsequent model training 

and evaluation. 
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3.4.2 Data Cleaning 

 

This is one of the most crucial steps in the field of machine learning and even artificial 

intelligence. This particular process involves identifying and addressing the issues in the 

chosen dataset, which could affect the predictions and accuracy of the overall model. 

 

In our implementation, it incorporates a strategy pattern with an abstract class, DataStrategy, 

and two concrete strategy classes, DataPreprocessStrategy and DataDivideStrategy. The 

data cleaning operations encompass removing unnecessary columns, filling missing values, 

converting data types, and dividing the dataset into training and testing sets. 

 

Data Preprocessing Strategy 

The data preprocessing class includes the pre-processing steps which are important for the 

dataset’s quality and relevance: 

● Column Removal 

In this particular step, irrelevant columns are removed which include: 

"order_approved_at","order_delivered_carrier_date", 

"order_delivered_customer_date","order_estimated_delivery_date", 

"order_purchase_timestamp". 

 

● Missing Null Values 

The null values in the numeric columns: are filled with the median values of their 

respective columns. This step will ensure that the missing values will not compromise 

the model integrity. 

 

● Handling Review Comment Messages 

In this step, the null values in the “review_comment_message” column are replaced 

with the placeholder - “No review”, which as a result will ensure consistency in the 

missing comment values. 

 

  



 

 

23 

● Data Type Conversion 

In this step, the numeric data types are selected which as a result retains only the 

columns with numeric values. 

 

● Additional Column Removal: 

Columns deemed less important for model training, such as 

"customer_zip_code_prefix" and "order_item_id" are dropped to further streamline 

the dataset. 

 

Data Divide Strategy 

The DataDivideStrategy class implements the data division process, separating the dataset 

into training and testing sets: 

 

1. Feature-Target Split: 

The dataset is divided into features (X) and the target variable (y), where 

"review_score" serves as the dependent variable. 

 

2. Train-Test Split: 

Utilizing the popular train_test_split function from scikit-learn, the data is divided into 

training and testing sets. The split ratio is set to 80:20, ensuring a substantial portion of 

data for training while allowing for robust model evaluation. 

 

Data Cleaning Execution 

The final step in this entire data cleaning stage is executing both the above processes: 

● Initialization 

This class is initialized with the original dataset and the selected data cleaning strategy/ 

● Handling Data: 

Here, the handle_data method executes the chosen strategy, which is based on the past 

initialization of the classes itself. 

 

This approach to data cleaning will allow a systematic and adaptable strategy pattern, which in 

turn promotes code maintainability and allows future adjustments to the data cleaning process. 
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3.4.3 Model Development 

Model training is a key step in machine learning where a predictive model learns patterns and 

relationships in the training data to make accurate predictions based on unseen data. The 

process involves presenting the algorithm with labeled examples, allowing it to iteratively 

adjust its internal parameters. The goal is to minimize the difference between predicted results 

and actual values, allowing the model to generalize well to new, unprecedented data. 

 

Model Algorithms being Used 

In our project, we have used three major machine learning algorithms to help in understanding 

the possibilities in the diverse nature of the customer satisfaction prediction task. These 

algorithms include: 

 

1. Linear Regression 

Linear regression is a data analysis technique that predicts the value of unknown data 

by using another related and known data value. Using a linear equation, it represents 

the unknown, or dependent, and the known, or independent, variables mathematically. 

Assume, for example, that you have information from last year regarding your income 

and expenses. After analyzing this data using linear regression techniques, you can 

conclude that your expenses equal half of your income. Then, by halving a future 

known income, they compute an unknown future expense. 

 

2. LightGBM Boosting 

A prominent machine learning algorithm called Gradient Boosting Decision Trees, or 

GBDTs, have efficient implementations like XGBoost, and many optimization 

approaches are really derived from them. As the number of features in the data 

increases, the model's scalability and efficiency fall short of expectations. The main 

cause of this particular behavior is because each feature needs to analyze every data 

instance in order to predict every potential split point, which takes a lot of time and 

effort. 
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3. Random Forest 

Leo Breiman and Adele Cutler are the trademark holders of the widely used machine 

learning technique known as "random forest," which aggregates the output of several 

decision trees to produce a single conclusion. Its versatility and ease of use, combined 

with its ability to handle both regression and classification problems, have driven its 

popularity. 

 

4. XGBoost 

XGBoost, developed by Tianqi Chen and now maintained by a community, is another 

highly acclaimed machine learning algorithm. It stands for "Extreme Gradient 

Boosting" and is renowned for its exceptional performance in various machine 

learning competitions and real-world applications. Similar to random forest, XGBoost 

is capable of handling both regression and classification tasks. It works by 

sequentially building a series of decision trees, each correcting the errors of its 

predecessor, resulting in a powerful ensemble model. Its efficiency, scalability, and 

regularization techniques make it a popular choice among data scientists and 

practitioners for building robust predictive models. 

 

3.4.4 Model Evaluation 

Model evaluation is a crucial step in the world of machine learning. The final objective is to 

make sure the model accurately predicts outcomes using new data, in addition to matching the 

training set.  

 

In this particular section, we will explore three evaluation strategies used with our model:  

● Mean Squared Error (MSE) 

● R2 Score, and  

● Root Mean Squared Error (RMSE)  

 

1. Mean Squared Error (MSE) 

Mean Squared Error evaluation technique is used to estimate the distance between a 

regression line and a set of data points. It is basically a risk function that agrees with 

the expected value of the squared error loss. In order to calculate the mean squared 

error, we find the mean, or average, of the squared errors derived from data in relation 

to a function. 
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        2. R2 Score 

The performance of a linear regression model is assessed using the coefficient of 

determination, also known as the R2 score. What can be predicted from the input 

independent variable(s) is the degree of variation in the dependent attribute of the 

output. Depending on the ratio of the total deviation of the results the model describes, 

it is used to assess how well-observed results are replicated by the model. A high R2 

Score (towards 1) signifies that a significant proportion of the outcome variability is 

accounted for by the model, indicating strong predictive capabilities of the model. 

 

3. Root Mean Squared Error (RMSE) 

Root Mean Squared Error is an extension of Mean Squared Error, providing a more 

interpretable measure by taking the square root of the average squared differences. 

RMSE is particularly useful in our project for conveying the average magnitude of 

errors in our predictions. Similar to MSE, lower RMSE values indicate improved model 

accuracy. By incorporating the square root, RMSE presents errors in the same units as 

the target variable, making it easier to comprehend in the context of customer 

satisfaction scores. 

 

3.4.5 Model Deployment and Prediction 

 

Technologies Used 

In the development of our "Production-Ready Customer Satisfaction Prediction" project 

during its first iteration, we strategically employed a set of technologies to create a robust and 

efficient machine learning pipeline. 

Python 

Beyond its readability and grammar, Python is very famous due to its pleasant and lively 

community. Python is now a strong device for developers because of the abundance of third-

birthday party libraries and frameworks that have been made viable with the aid of the 

community's dedication to open-supply improvement. Python's substantial adoption across a 

number of sectors and fields may be attributed to its adaptability, cross-platform 

interoperability, and pleasant community, which make it a terrific alternative for amateur and 

pro programmers alike. 
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MLFlow 

MLflow is an open source platform for managing the end-to-end machine learning lifecycle. 

It has the following primary components: 

● Tracking: Allows you to track experiments to record and compare parameters and 

results. 

● Models: Allow you to manage and deploy models from a variety of ML libraries to a 

variety of model serving and inference platforms. 

● Projects: Allow you to package ML code in a reusable, reproducible form to share 

with other data scientists or transfer to production. 

● Model Registry: Allows you to centralize a model store for managing models’ full 

lifecycle stage transitions: from staging to production, with capabilities for versioning 

and annotating. Databricks provides a managed version of the Model Registry in 

Unity Catalog. 

● Model Serving: Allows you to host MLflow Models as REST endpoints. 

ZenML 

ZenML is an extensible, open-source MLOps framework for creating portable, production-

ready machine learning pipelines. By decoupling infrastructure from code, ZenML enables 

developers across your organization to collaborate more effectively as they develop to 

production. Some of its notable features are as follows: 

● Local Development enabled 

● Seamless integration with Python libraries 

● Automatic Metadata Data Tracking 

● Self-hosted Cloud Services 
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Code Snippets 

Let's dive into some crucial code snippets from our "Production-Ready Customer Satisfaction 

Prediction" project in this section. 

 

1.1 Data Ingestion Class 

Figure 5 - Data Ingestion 

 

The figure above (Fig. 4) shows that we defined a class, IngestData, which is designed to 

ingest data from a specified source, returning a pandas DataFrame. 
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1.2 Data Cleaning Class 

 

 

Figure 6 - Data Cleaning (a) 

 

The figure above (Fig. 5) shows that we defined the Data Preprocessing Strategy which is 

performing: Column Removal and Handling Review Comment Messages operations. 
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Figure 7 - Data Cleaning (b) 

 

The figure above (Fig. 6) shows that in our Data Preprocessing Strategy, we are performing: 

Data Type Conversion and Additional Column Removal operations. 

 

 

Figure 8 - Data Cleaning (c) 

 

The figure above (Fig. 7) shows the DataDivideStrategy class which implements the data 

division process, separating the dataset into training and testing sets. 
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Figure 9 - Data Cleaning (d) 

 

The figure above (Fig. 7) finally shows the executes both the above classes to complete the 

overall process. 

 

1.3 Model Development 

 

Figure 10 - Linear Regression 

 

The figure above (Fig. 9) shows the entire implementation of the linear regression algorithm 

using Python, taking in the training parameters as input and returning a fit model after being 

trained. 
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Figure 11 - LightGBM & Random Forest 

 

The figure above (Fig. 10) shows the entire implementation of the LightGBM and Random 

Forest algorithm using Python, taking in the training parameters as input and returning a fit 

model after being trained. 
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1.4 Model Evaluation 

 

Figure 12 - Mean Squared Error 

 

The figure above (Fig. 11) shows the entire implementation of the mean squared error 

evaluation methods using Python, taking in the predicted parameters as input and returning an 

evaluated score. 

 

Figure 13 - R2Score 
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The figure above (Fig. 12) shows the entire implementation of the R2 score evaluation 

methods using Python, taking in the predicted parameters as input and returning an evaluated 

score. 

 

 

Figure 14 - Root Mean Squared Error 

 

The figure above (Fig. 13) shows the entire implementation of the root mean squared error 

evaluation methods using Python, taking in the predicted parameters as input and returning an 

evaluated score. 

 

 

 

 

 

 

 

 

 

 

  



 

 

35 

1.5 Training Pipeline 

 

Figure 15 - Training Pipeline 

 

The figure above (Fig. 14) shows the different stages of the MLOps pipeline defined by us in 

Python. The stages include: 

● Ingesting the data from the dataset 

● Cleaning the data ingested from the dataset 

● Training the model using the selected mode (either Linear Regression, LightGBM or 

Random forest) 

● Evaluating the model using either MSE, R2 Score or RMSE 
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1.6 Custom Model Configuration 

 

Figure 16 - Model Configuration 

 

 

The figure above (Fig. 15) shows an implementation of custom model configuration. That 

means, we’ll be able to select the model to be used in our training process. The three different 

models being used are: Linear Regression, LightGBM and Random Forest. 
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1.7 Deployment Pipeline 

 

Figure 17 - Deployment Pipeline Stages 

 

The figure above (Fig. 16) shows the different stages of the MLOps deployment pipeline 

defined by us in Python. The stages include: 

● Evaluate Pre-trained Model: 

○ After training, the model's performance is evaluated using evaluation metrics 

such as R2 score and RMSE (Root Mean Square Error). 

● Deployment Trigger: 

○ This stage determines whether the model meets the minimum accuracy 

threshold required for deployment. 

● Model Deployment: 

○ If the model meets the accuracy threshold, it's deployed using the MLflow 

deployer, enabling it to be utilized for making predictions in real-world 

scenarios. 
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1.8 Deployment of Server (Backend-Operation)  

 

Figure 18 - Deployment of Server 

 

The figure above (Fig. 17) showcases our MLOps deployment pipeline's orchestration using 

Python. It provides a command-line interface (CLI) for running various pipeline 

configurations, including deployment, prediction, or both. Users can choose specific options 

such as deploying a model, making predictions, or performing both tasks simultaneously. 
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1.9 Prediction Pipeline Service 

 

Figure 19 - Prediction Pipeline Service 

 

The figure above (Fig. 16) illustrates the different stages of our MLOps deployment pipeline, 

as defined in Python. These stages include: 

● Start Service: 

○ This initial step ensures that the MLFlow deployment service is up and running, 

ready to handle inference requests. 

● Data Preparation: 

○ Here, incoming data for prediction is processed and prepared for inference. This 

involves converting the data from a JSON format into a pandas DataFrame, 

selecting specific columns relevant to the prediction task. 

● Data Transformation: 

○ Following data preparation, the DataFrame is transformed into a JSON list and 

then into a numpy array, making it suitable for input into the prediction model. 
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● Prediction: 

○ In this crucial stage, the prepared data is fed into the MLFlow deployment 

service for prediction. The service utilizes the deployed machine learning model 

to generate predictions based on the input data. 

● Return Prediction: 

○ Finally, the predicted values are returned as a numpy array, ready for further 

analysis or downstream processing in the ML pipeline. This completes the 

prediction process within our deployment pipeline. 

 

1.10 Streamlit (Frontend) App Definition 

 

Figure 20 - Streamlit App Definition 

 

The figure above (Fig. 19) shows a simple streamlit application definition in Python where 

we define the following: 

● Parameters to showcase on the frontend 

● Connecting the Prediction Module 
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1.11 Storing Predicted Product Values  

 

Figure 21 - Storing Predicted Product Values 

 

The figure above (Fig. 20) shows the output of the backend storage automation, that is tasked 

to store the predicted product values locally in an Excel database. 

 

 

3.5 Key Challenges 

As we set out on the journey to construct a "Production-Ready Customer Satisfaction 

Prediction" system, we knew it would not be smooth sailing. We faced numerous hurdles that 

demanded quick problem-solving, flexibility, and strategic thinking.  

 

In this section we delve into the challenges we faced during the project's development, 

revealing the intricacies involved in crafting a machine learning solution that is ready for 

implementation. 
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Disk Space Limitation 

Our machine's limited disk space presented one major obstacle that we had to overcome. This 

constraint affected our choice of how big and how diverse the datasets we could reasonably 

work with. Balancing the need for a comprehensive dataset against the practicalities of disk 

space constraints required meticulous planning and resource allocation. Strategies for efficient 

data management and optimization became crucial in overcoming this challenge, ensuring that 

our pipeline remained both functional and scalable within the given limitations. 

 

Limited Documentation for Open Source Software Used 

The use of open source tools such as MLFlow posed challenges due to the fact of having 

complex and hard-to-understand documentation. While open source tools provide a variety of 

functionalities, understanding the inner workings of the tools proved to be a significant hurdle 

in the journey of building this project. 

 

Limited Processing Power and Dataset Scope 

The project encountered constraints in processing power, limiting the scale of datasets we could 

effectively incorporate. This limitation prompted the strategic decision to focus on a specific 

region, in this case, the Brazilian market. While this choice streamlined the project's scope and 

facilitated more manageable computations, it also imposed challenges in terms of 

generalizability. The trade-off between dataset size and processing capabilities underscored the 

importance of making strategic decisions aligned with the project's objectives and available 

resources. 

 

Optimizing Results with Initial Iterations 

As this project is focused on developing a CI/CD continuous pipeline to train our model 

continuously with new data, we were not able to ensure an optimal result in terms of model 

accuracy as part of the first iteration for this project. We wish to address this particular 

challenge by setting up an additional deployment trigger in our MLOps pipeline, that will be 

responsible to re-train the entire data on receiving new data, thus giving better results and 

accuracy. 

 

 



 

 

43 

Lack of Actual Data Values For Further Automation 

 

As one of the final steps in our project, we wanted to automate the entire process of model 

retraining by using the data that is predicted along with the actual values of the reviews to keep 

the model updated with all the varying trends and patterns. This cannot be implemented as we 

lack the actual review scores right now. It is still possible to be implemented given the actual 

values are present, if we use the predicted values then our model will end up being skewed, 

lowering the accuracy even further which would be counterproductive.  

 

These challenges collectively underscore the dynamic and multifaceted nature of developing a 

production-ready machine learning solution. Addressing these hurdles demanded a 

combination of technical expertise, strategic decision-making, and a commitment to continuous 

improvement, highlighting the inherent complexity of real-world machine learning projects. 
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                      Chapter 4: Testing 

In the initial stages of our project, the testing strategy revolves around establishing a solid 

foundation for the machine learning pipeline. While a formal testing suite is not currently 

implemented, the rationale behind this decision lies in the project's nascent phase. As we build 

the baseline pipeline and explore various machine learning algorithms, our focus is on 

prototyping and experimentation. A more comprehensive testing suite will be integrated into 

the codebase as it evolves, providing a systematic approach to verify the correctness and 

reliability of our machine learning components. 

Simultaneously, the ZenML platform plays a pivotal role in practically testing our model 

pipeline runs and evaluating results in each iteration. ZenML allows us to orchestrate and 

manage our machine learning workflows efficiently. By leveraging ZenML's capabilities, we 

can systematically track experiments, manage data versions, and ensure the reproducibility of 

our machine learning pipeline. While a comprehensive testing suite will be incorporated in 

subsequent project phases, the current emphasis on practical testing with ZenML aligns with 

the iterative and experimental nature of the project, laying the groundwork for a robust testing 

framework in the future. This strategic approach allows us to validate the performance of our 

models and pipeline in a controlled environment, setting the stage for the incorporation of more 

extensive testing practices as the project matures. 

Following this, the only orthodox testing that we could do was testing the frontend to backend, 

connection and functionality. The entire process of testing involved changing multiple values 

in the frontend input and making a note of them and later checking the values in the model 

manually. Further, we saved all the predicted data values(for now in local storage) using an 

excel file.  
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                           Chapter 5: Results 

 

The culmination of our efforts is unveiled in the results section, where the practical 

implications of implementing machine learning algorithms in predicting customer satisfaction 

come to light. In this exploration, we dissect the outcomes of applying Linear Regression, 

LightGBM Boost, and the Random Forest algorithm to our dataset. Each algorithm brings its 

unique strengths and nuances to the forefront, offering a nuanced understanding of their 

predictive capabilities.  

 

As we delve into the specifics of each model's performance, we gain valuable insights that 

guide us in shaping a production-ready solution. The journey through these results not only 

underscores the complexity of customer satisfaction prediction but also sets the stage for 

informed decision-making in the subsequent phases of our project. 

 

5.1 Results Using Linear Regression 

The application of Linear Regression to predict customer satisfaction in this initial phase of 

the project provided insightful results.  

 

● The mean squared error (MSE) of 1.864 suggests a moderate level of prediction 

accuracy.  

 

● The R2 score of 0.017 indicates that the model explains only a small proportion of the 

variance in the data.  

 

● Additionally, the root mean squared error (RMSE) of 1.365 signifies the average 

magnitude of errors in the predictions.  

 

 

 

Figure 22 - Linear Regression  Results 
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The figure above (Fig. 15) shows the evaluation results from the Linear Regression model. 

An in-depth explanation has been done in the above section (5.1). 

 

These metrics collectively reveal that, while Linear Regression provides a foundational 

baseline, its performance may be limited in capturing the intricacies of customer satisfaction. 

 

 

5.2 Results Using LightGBM Model 

The introduction of the LightGBM Boost model brought improvements in predictive 

accuracy compared to Linear Regression.  

 

● With a lower MSE of 1.739, the LightGBM model exhibits a more refined predictive 

capability.  

 

● The R2 score of 0.083 suggests a better ability to capture variance in the dataset, 

while the RMSE of 1.319 signifies reduced average prediction errors.  

 

● LightGBM's boosted approach enhances efficiency and pattern-capturing capabilities, 

contributing to its superior performance in comparison to Linear Regression. 

 

 

Figure 23 - LightGBM  Results 

 

The figure above (Fig. 17) shows the evaluation results from the Linear Regression model. 

An in-depth explanation has been done in the above section (5.2). 
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5.3 Results Using Random Forest Algorithm 

The implementation of the Random Forest algorithm further advanced the predictive 

accuracy of our customer satisfaction model. 

 

● With a reduced MSE of 1.581, the Random Forest model outperforms both Linear 

Regression and LightGBM in terms of minimizing prediction errors.  

 

● The R2 score of 0.167 indicates a notable improvement in capturing data set variance, 

while the RMSE of 1.257 underscores the effectiveness of Random Forest in 

achieving more accurate predictions.  

 

● The ensemble approach of Random Forest, leveraging multiple decision trees, 

contributes to its adaptability and resilience, resulting in enhanced predictive 

performance. 

 

 

Figure 24 - Random Forest  Results 

 

The figure above (Fig. 18) shows the evaluation results from the Linear Regression model. 

An in-depth explanation has been done in the above section (5.3). 

 

 

5.4 Results Using XGBoost Algorithm 

The results produced by XGBoost algorithm is as follows: 

Before Hyper-parameter Tuning: 

 

Figure 25 - Results Before Hyper-parameter Tuning (XGBoost) 
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After Hyper-parameter Tuning: 

 

 

Figure 26 - Results After Hyper-parameter Tuning (XGBoost) 

 

● Reduced Mean Squared Error (MSE): 

○ XGBoost achieves a decreased MSE of 0.692, showcasing superior 

performance over Linear Regression and LightGBM models in minimizing 

prediction errors. 

● Moderate Improvement in R2 Score: 

○ The calculated R2 score of 0.4012 indicates a moderate enhancement in 

capturing data set variance, signifying XGBoost's ability to better explain the 

variability in the data compared to previous models. 

 

● Improved Root Mean Squared Error (RMSE): 

○ XGBoost demonstrates enhanced precision with an RMSE value of 0.376, 

indicating more accurate predictions and a significant reduction in prediction 

errors. 

● Ensemble-Based Approach: 

○ Leveraging gradient boosting and an ensemble-based approach, XGBoost 

iteratively improves model predictions, offering adaptability and robustness in 

handling complex datasets and contributing to its superior predictive 

performance. 
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5.5 Deployed Application (Using Streamlit) 

 

Figure 27 - Deployed Application (Using Streamlit) 

 

Our deployed application, which makes use of Streamlit, provides a simple and easy-to-use 

interface through which users may access our prediction model for customer happiness. Users 

may quickly enter product features into Streamlit and get forecasts in real time on client 

satisfaction levels. The application's interactive features and simplified design guarantee a 

smooth user experience, assisting stakeholders in making decisions that are effective. Our 

model becomes usable and accessible with this deployment, enabling users to make decisions 

based on precise forecasts. 
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Chapter 6: Conclusions and Future Scope 

 

6.1 Conclusion  

The comprehensive examination of our machine learning models in predicting customer 

satisfaction yields compelling insights into their respective performances. Among the trio of 

algorithms, the Random Forest emerges as the unequivocal frontrunner, showcasing its 

prowess in handling complex datasets and delivering superior predictive accuracy. Its ability 

to harness the collective strength of multiple decision trees contributes to a robust and adaptable 

model, minimizing prediction errors and enhancing overall performance. The nuanced 

understanding derived from the comparison positions Random Forest as the most effective tool 

for addressing the intricacies of customer satisfaction within our current project context. 

 

6.2 Future Scope 

As we stand at the juncture of our current achievements, the path ahead extends with promising 

opportunities for further enhancement and refinement of our "Production-Ready Customer 

Satisfaction Prediction" system. The future scope of our project encompasses a multifaceted 

approach, delving into the realms of model optimization, expanded model repertoire, 

cybersecurity integration, comprehensive testing strategies, and interactive model showcases. 

In the pursuit of a seamlessly integrated and robust solution, these future avenues beckon us to 

explore and innovate, ensuring that our predictive capabilities align with the dynamic landscape 

of customer satisfaction prediction. 
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Implementing a Machine Learning Security Engine - Open Appsec 

Open Appsec is a machine learning security engine that preemptively and automatically 

prevents threats against Web Application & APIs. By integrating a security engine like this, 

we aim to ensure that the customer data and the overall model workflow remains resilient 

against potential vulnerabilities and security threats. 

 

Improvements in UI as well as Pipelines 

There are several automations that can only be implemented when hosting a server, that include 

improving UI to provide the choice of model to be used, this also involves optimizing pipeline 

in a way that they are directly linked to the frontend. 
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