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ABSTRACT 

In today’s world of computer vision, restoration of images and videos sometimes gets 

degraded by some conditions such as atmospheric conditions, especially haze which 

becomes a significant challenge. Some conventional methods also often struggles with the 

complexities of manually designed haze-related features. This study will present a new and 

unique approach on image and video dehazing using a deep convolutional neural network 

(CNN) with a residual-based architecture which will provide a major solution for hazy 

images and videos. The proposed algorithm on dehazing tackles the inherent difficulties of 

single-image dehazing by dividing the network model into two distinct important phases. 

In the initial stage, the network will take a hazy image or video as input and estimates the 

transmission map. Subsequently, in the second stage, the ratio of the foggy images/video 

frames and the transmission map serves as input for a residual network, effectively 

removing the haze. An important advantage of this approach is the ability to bypass the 

estimation of atmospheric lights, thus enhancing the overall efficiency of the dehazing 

process. We are using NYU2 depth dataset to train the network, and the experimental 

results evaluated through various metrics, which will result in the efficiency and robustness 

of the proposed method. In conclusion, this research harnesses the power of deep neural 

networks to address the challenges associated with manually designed features for image  

and video dehazing. The proposed two-stage network model demonstrates effectiveness 

and robustness, showing promising results in image and video dehazing. By eliminating the 

need for explicit estimation of atmospheric light, the algorithm contributes to the efficiency 

of the dehazing process and holds potential for real-world applications where atmospheric 

conditions hinder visual perception.
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CHAPTER - 1 

INTRODUCTION 

1.1 Introduction 

Let’s imagine this scenario in our mind where light interacts with small water 

droplets or countless tiny particles which are suspended in the air and they creates a 

phenomenon known as haze. This haze, is commonly seen in different weather 

conditions which does more than just reproduce, an attractive images and videos. It 

leads to some significant problems such as colour distortion, low contrast and poor 

saturation. Thus the impact extends beyond aesthetics and presents some challenges 

for optical imaging instruments used in systems such as satellite remote sensing, 

aerial photography and outdoor monitoring. Overcoming these challenges is very 

important and essential for these systems to operate effectively. So, to address this 

issue, there is an urgent need for techniques that can improve the quality of images 

and videos affected by haze and reduce the impact on outdoor and indoor imaging 

systems.  

There are some existing methods which can be categorised into two major groups 

which are image processing based enhancement and another one is physical model 

based restoration. While the first one is very well established and very well 

efficient, it enhances images and videos without fully understanding the underlying 

cause of degradation by enhancing contrast and brightness to improve visual appeal 

but it falls short in scenarios with wearing depths or complex changes. Also, it does 

not tackle the reduction in the fog quality, thus resulting in images with poor 

definition and a distorted appearance which is not favourable. This is where our 

Residual based deep CNN algorithm comes in which is according to us will be an 

Advanced solution that goes beyond mere enhancement, aiming to eliminate fog 

and restore images and videos to their original clarity as far as possible. 
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The physical model-based restoration method is a type of method which analyses 

the specific causes of image and video frames degradation and establishes a 

degraded model of fog-degraded images. In past few years, they were significant 

advances which have been made in image processing methods based on physical 

models. The physical model can be described as :- 

                                       

                                                                                                                                 (1) 

where, 

 x is input of the image pixel point, 

I(x) is original input haze image, 

J(x) is dehazed and restored image , 

A is ambient atmospheric light value. 

t(x) is optical path propagation map 

d(x) is distance between the object and camera 

where the t(x) undergoes exponential attenuation with the depth d(x) of the image. 

β is atmospheric scattering coefficient, which represents the scattering capacity of 

light per unit volume of the atmosphere which will generally take a small constant. 

1.2 Problem Statement 

The Quality of images and videos is crucial in today's digital age, impacting fields 

such as photography. However, haze and fog sometimes can significantly degrades 

the clarity of visual media. Our project focuses on leveraging some advanced deep 

learning algorithms to enhance the images and videos.Our goal is to design CNN 

networks such that they can easily remove haze from all media.We also know the 

importance of real-time video dehazing. Therefore, our project will also ensure 

seamless frame-to-frame transitions while efficiently removing haze. Our project 

also aims to bridge the gap where is there between theoretical advancements and 

practical applications, offering a promising solution for real-world scenarios where 

atmospheric conditions gives trouble in visual perceptions. Our main project aims 

to tackle the issue of haze and fog by using advanced deep learning algorithms. We 
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plan to enhance the image and video dehazing by employing cutting-edge neural 

network designs. Upon the completion of this project, it will have the potential to 

transform how we experience and engage with visual media in foggy and hazy 

settings.  

    

1.3 Objectives 

The primary objective of our project is to eliminate or minimise the haze which is a 

result of particles in the atmosphere in order to enhance the contrast and clarity and 

also to develop and validate an advanced image and video dehazing algorithm using 

deep convolutional neural network (CNN) with a residual based architecture. The 

key goals are as follows:- 

• Development of Image and video dehazing model 

• Implement a residual network in the second phase to leverage the ratio of 

foggy images or video frames and the previously estimated transmission map 

for efficient removal of haze 

• Transmission Map estimation:- We will be developing a mechanism within 

our network which will be accurately estimating the transmission map from 

hazy images or video frames in the initial phase of our project's dehazing 

process. 

• Real world applicability:- We will also try to assess the algorithm’s potential 

for real-world applications where the atmospheric conditions poses challenges 

to visual perception. 

• Residual based dehazing :- We will also be implementing a residual network 

in the second phase of our project to leverage the ratio of foggy images or 

video frames and the previously estimated transmission map for efficient 

removal of haze 

• Haze Removal:- Our general objective is to improve the visibility of objects 

and scenes by reducing or removing haze to enhance the overall robustness. 

• Adaptability :- Our dehazing algorithm should work well and be able to 

handle different lighting scenarios as well as to adjust the varying air 

conditions and haze levels. 
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• Testing and Validating the model:- The testing and validation of the model is 

an essential stage of our project.So, by contrasting the model predictions with 

a set of test data we can easily evaluate our model’s performance. We will be 

utilising the NYU2 depth dataset for training the deep neural network and 

evaluate mode’s performance via various metrics. 

  

1.4 Significance and Motivation of the project Work 

In our visual world, this project aims to redefine perception by addressing the 

challenge of haze affecting image and video clarity. It seeks to innovate and 

enhance technological capabilities to overcome atmospheric obstacles that hinders 

our ability to interpret visual data. The project is motivated by the human desire for 

clearer site, whether in a literal or metaphorical terms, and also aims to remove 

visual hindrances caused by weather conditions. The proposed to stage network 

model, featuring a deep, Convolutional neural network (CNN) architecture, 

represents a significant advancement in deep learning techniques. It challenges, 

conventional methods and aims to revolutionise image and video dehazing, pushing 

the boundaries of what can be achieved through human ingenuity and 

computational power. The strategic utilisation  of the NYU2 depth dataset is 

delibrate decision to ground the project in real-world data, ensuring that the 

solutions developed are applicable beyond controlled environments. This dataset 

serves as a connection between theoretical brilliance and practical implementation. 

Beyond algorithms and data sets. This project also holds the potential for societal 

impact. It envisions a world where clearer satellite imagery aids, disaster response 

efforts and where autonomous vehicles navigate an obstructed landscapes. 

Ultimately, the project aspires clarity into our visual communication. 
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1.5 Organization of Project Report 

In the beginning, the project report unfolds as a organised story including the 

complexities of our exploration into image and video dehazing. In our first chapter 

we are focusing on introduction , problem statement , objectives and the motivation 

of our project work. We unveil the architecture of our deep convolutional neural 

network (CNN), with a residual based design, guiding us to explore the 

computational dehazing. We will be highlighting two crucial phases- transmission 

map estimation and residual based dehazing. With the methodology we have clarity 

on where our project will go during the whole process and  how our project will 

work during the process. The NYU2 and reside dataset helps our algorithm to 

authenticate visual data. The experimental results evaluated through various metrics 

will mark our progress. As our project will go further, the comparison between 

chapters will provide a moment to showcase not only the brilliance of our approach, 

but also its superiority in handling atmospheric conditions.In the appendix we will 

be adding technical details such as code snippets, parameter configurations and any 

information which may aid fellow seekers in replicating  and building upon our 

expedition. While crafting this report, we will be navigating not just through lines 

of code and results but also through aspirations and challenges that define our 

human pursuit for a better and a clearer vision which our naked eyes unable to see. 

Each chapter will be contributing towards the successful completion of our project 

on image and video dehazing using advance deep learning algorithms.  
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CHAPTER - 2 

LITERATURE SURVEY 
2.1 Overview of Relevant Literature 
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S. 
No

Paper Title 

[Cite]

Journal 
(Year)

Tools/
Techniques/

Dataset

Results Limitation

[1] Real-time 

image and 

video 

dehazing 

based on 

multiscale 

guided 

filtering

Journal of 

Multimedia 

Tools 

Application

s

(2022)

Algorithm:- Fast 

guided filter.

Dataset:- 

Synthetic and real 

world hazy 

images.

Paper offers better 

results to state-of-

the-art methods 

with higher 

computational 

efficiency.

Parameter 

sensitivity, 

accuracy in 

physical model 

estimation.

[2] Single 
img 
dehazing 
using 
improved 
cycleGAN

Journal of 

Visual 

Communica

tion 

(2021)

Algorithm:- 

CycleGAN 

Dataset: The 

NYU2 depth 

dataset, RESIDE

Qualitative 

evaluations on 

various datasets.

Training time 

is more.

[3] A survey 

on video 

Dehazing 

using deep 

learning 

Journal of 

Physics: 

Conference 

Series

(2020)

Algorithms:- 

GAN,Rain 

Density Classifier

Dataset:-NYU 

Depth V2

Paper discusses 

dehazing algos for 

enhancing 

visibility.

Dataset and 

Algorithms are 

limited

[4] Single 

image haze 

removal 

using GAN

Internationa

l 

Conference 

of 

WiSPNET 

(2020)

Algorithms:- 

cGAN

Dataset:- NYU 

Depth dataset, 

SOTS

The model 

performs well on 

the custom dataset 

and competes on 

the SOTS dataset

Small dataset 

may affect the 

complexity of 

the haze in the 

input image

Table:- 1 Literature Survey
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S. 
No

Paper Title 

[Cite]

Journal/
Conferenc

e 
(Year)

Tools/
Techniques/

Dataset

Results Limitation

[5] Single 

image 

dehazing:An 

analysis on 

generative 

adversarial 

network

Journal of 

Computer 

and 

Communica

tion 

(2020)

Algorithms:- 

cGAN 

Dataset:- Synthetic 

Objective Testing 

Set 

It discusses Image 

Dehazing using 

GANs comparing 

AODNet, cGAN, 

outperforms 

others.

Performanc

e may vary 

depending 

on the 

complexity 

of the hazy 

images 

[6] Benchmarki

ng, single-

image 

dehazing 

and beyond

IEEE 

Transaction

s on Image 

Processing

(2019)

Algorithm:- 

RESIDE 

Benchmark

Dataset:- Synthetic 

Outdoor

Paper discusses 

creation of the 

RESIDE dataset

Need for 

more 

diverse and 

realistic 

datasets 

[7] Deep Video 

Dehazing 

with 

semantic 

segmentatio

n 

IEEE 

Transaction

s on Image 

Processing

(2019)

Algorithm:- Video 

Dehazing Network

Dataset:- NYU 

Depth dataset

The algorithm 

successfully 

removes haze and 

enhances image 

visibility in videos.

Bias 

training 

data

[8] Single 

image 

dehazing via 

nin-

dehazenet

IEEE 

Access

(2019)

Algorithm:- NiN-

DehazeNet

Dataset:- Synthetic 

dehazing image

It concluded that 

NIN-DehazeNet 

could get the best 

defogging effect.

Require 

large 

dataset.

Table:- 2 Literature Survey
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S. 
No

Paper Title 

[Cite]

Journal/
Conferenc

e 
(Year)

Tools/
Techniques/

Dataset

Results Limitation

[9] Image 

Dehazing 

Using 

Residual-

Based Deep 

CNN

IEEE Access 

(2018)

Algorithm:- Deep 

CNN 

Dataset: The 

NYU2 depth 

dataset

It compares 

dehazing methods 

using subjective 

and objective 

measures

Indoor 

dataset bias 

and high 

complexity.

[10] Single image 

dehazing via 

Deep 

Learning-

based image 

restoration

APSIPA 

ASC (2018)

Algorithm:- 

DehazeNet

Dataset:-RESIDE 

Dataset

Algo generalizes 

well on real hazy 

images, preserves 

details and color, 

and improves 

iteratively.

Dehazing 

from a 

single 

image is 

challenging.

[11] Single image 

dehazing via 

multi-scale 

convolutional 

Neural 

Networks

Computer 

Vision- 

ECCV 

(2016)

Algorithm:- 

Stochastic gradient 

descent

Dataset:- NYU 

Depth dataset

Paper results of a 

multi-scale 

network for single-

image dehazing

-

[12] Optimized 

contrast 

enhancement 

for real-time 

image and 

video 

dehazing.

Journal of 

Visual 

Communicat

ion

(2013)

Algorithm:- 

Unsharp masking

Dataset:- 

Newyork1, 

Newyork2,Mountai

n, Riverside, 

Roadview

It doesn’t provide 

any quantitative or 

qualitative results 

of the proposed 

algorithm

Difficulty in 

restoring 

densely 

hazy 

images. 

Sensitive to 

object 

brightness

Table:- 3 Literature Survey



2.2 Key Gaps in the Literature 

As we further studied the research papers, we found that there were some key gaps 

in those papers which are as follows:- 

• Diversity in datasets:- We found that many papers relied on a narrow or 

limited range of datasets selection such as NYU depth and Synthetic Objective 

Testing Set, which may not completely represent  the diversity of real-world 

hazy scenarios. Many researchers expressed the need or requirement for more 

varied and realistic datasets to ensure the robustness and efficiency of 

dehazing algorithms across a wide range of conditions. 

• Discrepancy in Algorithm and Dataset:- Several articles highlighted gaps in 

the size of datasets and the complexity of algorithms. In some algorithms, the 

model was not that much effective because of need of larger datasets and the 

dataset was smaller. 

• Inadequate quantitative evaluation:- Some research papers failed to provide 

quantitative or qualitative results for their proposed algorithm. This gap raised 

the question about the reliability and effectiveness of the proposed techniques 

which they used in their model. 

• Bias in Training Data:- In one or two papers, there was a higher chance of 

bias in the training data. Researchers were confused and concerned on biased 

training datasets, which may impact the generalisation of models to real-world 

scenarios 

• Difficulty in handling hazy images:- The paper on optimised contrast, 

enhancement mentioned some difficulties in restoring the densely easy 

images. They also expressed some limitations of certain algorithms in 

handling extreme hazy conditions. This raises some questions on robustness of 
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existing techniques in some scenarios where the haze was particularly dense as 

compared to others. 

• Parameter Sensitivity:- The real-time image and video design paper based on 

multiscale guided filter. Discussed the algorithms better results but also 

mentions parameter sensitivity. This raises questions on the reliability and ease 

of implementation of such algorithms. 

• Larger Datasets:- Some algorithms works better on smaller datasets but some 

algorithms needs larger datasets for better training of the data. Therefore the 

need of a large and diverse dataset is crucial for better training and testing of 

the algorithm. 

• Training time concerns:- Many research papers raised concerns about the 

higher training time. This is because of less GPU power and the model has to 

be trained perfectly on large datasets. Thus, takes a higher training time. 
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CHAPTER - 3 

SYSTEM DEVELOPMENT 

3.1 Requirements and Analysis 

 The requirements and analysis which are needed are mentioned below :- 

3.1.1 Functional Requirements 

• Haze removal accuracy 

- The system in which we are running our model must effectively and 

accurately remove haze from both images and videos to enhance 

visibility.  

- The degree of haze reduction should be adjustable to varying levels of 

haziness in input data.  

• Image upload and processing 

- The software which we will be needing should be able to handle the given 

uploaded images and also it should be able to save those images for future 

processing. 

- We must be able to process the uploaded image into our model and 

further use it for extracting the necessary features and generate a desirable 

output.  

• Image Surrounding identification 

- The model which we will be using should be able to D is the image 

irrespective of the environment in which it has been taken i.e., Outdoor or 

Indoor.  

- Our preferred model should be able to adjust according to the type of 

image and after analysing that image, the model should be able to process 

and dehaze it and further generates a desirable output.  
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• Real-time processing 

- The system in which we are running our model should be able to process 

the image and produce the output in minimum time span as much as 

possible, thus resulting in increasing its overall usability.  

- The system in which we are running our model should have a high GPU 

and RAM so that the model gets trained in minimum time as much as 

possible for overall faster runtime.  

• Training mode  

- The system in which we are running, our model should be able to retrain 

the model with new data when available in minimum time as much as 

possible.  

3.1.2 Non Functional Requirements 

• Performance 

- The system should be able to dehaze the input image under two seconds 

of time. 

• Reliability 

- The system in which our model is running should attain a minimum 

possible model loss. 

• Scalability 

- The model should be refined enough so that it can be scaled up to use in a 

website or android apps. 

• Compatibility 

12



- The model should be compatible with front-end frameworks in Python, 

like flask, for the development of a website, where the users can upload 

the hazed images or videos and they will get the clear image or video 

from there. 

• Maintainability 

- The CodeBase of the model and the front-end should follow the industries 

best practices to increase the readability and understandability. 

• Usability 

- The user interface should be user friendly, minimising the learning curve 

for users interacting with our dehazing system. 

• Training Dataset 

- We have used to separate data sets for training and testing of our model 

for better results in both image and video dehazing. 

- The dataset which we have used includes both indoor and outdoor images 

for our model. 

• Image Resolution 

- Our model supports for all common types of the image formats like 

JPEG, PNG, JPG.  

• Validation and testing 

- Testing on the testing data said and producing the desirable output. 

• Resource Utilisation 

- The system should utilise system resources very efficiently so that it can 

optimise CPU and memory usage to prevent them from excessive 

consumption and maintaining overall system stability.  

13



• Accuracy 

- Algorithm must produce accurate results across different outputs, 

ensuring reliability in the outputs. 

• Adaptability 

- The system should be adaptable to changes in the hardware 

configurations, software updates without compromising performance or 

functionality.  

3.1.3 Hardware Requirements 

• GPU(Graphics Processing Unit) 

- High performance GPUs are needed for efficient training and 

computations for deep learning processes. Eg-NVIDIA Maxwell GPU. 

• CPU(Central Processing Unit) 

- A multicore-CPU is required so that it can efficiently train the model and 

handle its oppression like Quad-core ARM Cortex- A57 processor. 

• RAM(Random Access Memory) 

- A good amount of memory RAM is required such as 32GB LPDDR4 is 

required for larger datasets and more complex models. 

- Generally RAM requirement depends upon the size of the input data and 

the complexity of the neural network model.  

• Storage 

- A sufficient amount of storage space is necessary for storing the 

applications, model parameters and large data sets. 

-  SSDs(Solid State Drives) are preferred nowadays for faster. Read and 

write speeds. 
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• Cooling Systems 

- We easily know that the deep learning tasks can generate significant heat 

especially during longer usage. To ensure that the system has an effective 

cooling system is necessary to prevent overheating so that the system 

maintains a consistent performance as needed.  

• Power Supply 

- Power supply also plays a very vital role to meet the power demands of 

the GPU and other system components. 

- We must need a stable power supply for consistent performance. 

3.1.4 Software Requirements 

• Language 

- We must ensure that python is installed on the system as most deep 

learning, frameworks and libraries are a Python-based. 

• Deep learning Frameworks 

- We must choose suitable deep learning frameworks like TensorFlow and 

Keras for the training and testing of the models.  

• Version control  

- We will be using Git for the budget control and we will be pushing our 

called into Github. 

• Development environment  

- Jupyter notebook and VS code for the development environment which 

we will be using for training and testing of our deep learning model.  
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3.2 Project Design and Architecture 
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Figure:- 1 Network Architecture [7]

Figure:- 2 Project Design



3.3 Data Preparation 

3.3.1 Data Collection 

After observing many pre existing similar types of models and many few 

research papers we have concluded that many of them are using publicly 

available datasets such as NYU2 Depth Dataset and Reside Dataset 

We have decided that we will be using separate datasets for training and 

testing of the model such as the following below:- 

1. NYU2 Depth Dataset - (Training Dataset) 

• This dataset comprises of video sequences from a different varieties of indoor 

scenes which were recorded and captured by the RGB and depth cameras. 

• This dataset includes:- 

2. RESIDE Dataset - (Testing Dataset) 

• This dataset includes images with realistic looking scenes under the effect of haze. 

• This dataset includes both indoor and outdoor images. 

• Each image in this dataset is accompanied by a corresponding truth image 

• This dataset is being used by the researchers and developers to evaluate and 

contrast the performance of different dehazing techniques. 

• This dataset includes:-  

Number of Images

1449 Densely labeled pairs of RGB and depth images

464 New scenes being taken from 3 cities

407024 New unlabelled frames

Table:- 4 NYU2 depth dataset details
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3.3.2 Data Preprocessing 

In order to train a better model and expect a good result with a good 

accuracy, we will be doing the pre-processing on the dataset. 

Training Dataset 

In this code we are importing all the python libraries which are necessary to load and 

process the data.  

Number of Images Subset

500 Synthetic Objective Training Set (SOTS)

20 Hybrid Subjective Testing Set (HSTS)

Table:- 5 RESIDE dataset details
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Figure:- 3  Importing necessary python libraries 



Here in this code we Are writing a function which is basically used to load the training data 

set from the NYU2 depth dataset.. Here, we are also doing normalising the data where the 

image is divided by 255.0, and the depth matrix is divided by 4.0 in order to bring the pixel 

values of images and depth maps in the range of 0 to 1. After that, it will also extract 

patches of size 16 x 16 pixels, and for each extracted path a random transmission value is 

chosen and then the image is modified to simulate haze with the randomly chosen values.It 

also created a (mj.hdf5) file for the NYU2 dataset in the directory. 
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Figure:- 4 Function to load train dataset from NYU2 dataset

Figure:- 5 Creating Train dataset using NYU2 Depth dataset



Here in this code we are creating train dataset using NYU2 depth dataset. Firstly, we are 

loading the dataset using the previous function ‘load_train_datset()’, and after loading we 

are creating a hdf5 file for the training data inside which we are creating 3 datasets- clear 

images, trans value and hazy images. 

Here in this cold, we are displaying the 1000th clear image, haze image and their 

associated transmission value and the shapes of clear  
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Figure:- 6 Checking and validating created dataset

Figure:- 7 Printing the information of loaded datasets

Figure:- 8 Output information of loaded datasets



In this piece of code an instance of transmission model is created and loaded with pre-

trained weights, the hazy images are then padded symmetrically to handle edge effects 

during convolution. 

Testing Dataset 

In this code, we are creating the outside images from the SOTS subset of the RESIDE 

dataset, saving it with the name of hazy as well  with the suffix of ‘_clean’ in order for us to 

test the models at later stages.  
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Figure:- 9 Refinement of Transmission Maps

Figure:- 10 Extraction and processing of outdoor image dataset



Here in this code we are doing the same work for the indoor images from SOTS subset of 

the RESIDE dataset. 

3.4 Implementation 

For the implementation part we will be using the Residual-Based Network. 

Residual-Based Network for Image Dehazing 

It is a type of CNN architecture, which was created to solve the problems of the 

vanishing and exploding gradient issues that frequently arises with the deeper 

networks. Raise, it will be still learning as the following key features which are as 

follows:- 

• Residual Learning:- It uses residual blocks which are also known as skip 

connection is an essential component of a ResNet. It also facilitates the 

optimisation of deep networks by enabling activations to bypass one or more layers 

via a shortcut link. 

• Identify Shortcut Connections:- It introduced us with the concept of bypassing or 

skipping one or more layers. Primary idea behind this is that it is easier to optimise 

residual mapping which is the difference between the input and output rather than 

the desired output.  
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Figure:- 11 Extraction and processing of indoor image dataset



• Deep architecture :-  Using these residual blocks, ResNet can be built with 50, 

101 and 152 layers, but more deeper variants are available. 
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Figure:- 12 Importing Libraries

Figure:- 13 Learning Rate decay schedule function



For this project, we are using the concept of learning residual information, representing the 

difference between the hazy and the clear images 

Here in this code we are initially loading the trained dataset from the mj.hdf5 file created 

earlier. After that, we defined the weight initialisation strategy using a gaussian distribution 

with a mean of 0 and a Standard deviation of 0.001. We are also scheduling the learning 

rate decay schedule i.e., Learning rate is halved at epochs 49 and 99. 

Here in this code we are displaying the information of the data set. 

Here in this code firstly we computed the residual_input, which was computed by 

normalising the haze image. Similarly the residual_output is computed by subtracting the 

clean images from the residual input, after which it was clipped to ensure it stays within the 
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Figure:- 14 Displaying the information

Figure:- 15 Training dataset information 

Figure:- 16 Computation of residual_input and residual_output



0 to 1 range. Residual_output represents the difference between residual_input and the 

clean image. 

In the residualBloack() function, we define a residual block, which consists of a batch 

normalisation, 3 x3 convolution layer and the shortcut connection(which was added before 

passing through ReLU activation). 
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Figure:- 17 Residual- based Network model

Figure:- 18 Compiling the residual model



In the residualModel() function we are defining the residual model using Keras and 

Tensorflow. 

Here, we have created and compiled our Residual Based Network model consists of 1 

convolutional block, 17 residual blocks. 

Here we will be training the residual model with 150 Epochs, 30 batch size and a learning 

rate scheduler which will be utilised to dynamically adjust the Learning rate during 

training. 

Transmission Network Model 

The transmission network model is a type of neural network which is utilised to estimate 

the transmission maps in images. It’s key features are as follows:- 

• Input-output mapping :- The primary function is to map input, data and its 

corresponding output data. 

• Supervised or unsupervised learning :- It supports both supervised as well as 

unsupervised learning. 

• Loss functions:- While training transmission network models, it can optimise there 

parameters by minimising loss function  

• Robustness:- These are robust. 
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Figure:- 19 Count of trainable and non-trainable parameters

Figure:- 20 Training the residual based network model
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Figure:- 21 Learning rate decay schedule function

Figure:- 22 Displaying the information

Figure:- 23 Output of the above snippet



Here in this code we are initially loading the trained dataset from the mj.hdf5 file created 

earlier. After that, we defined the weight initialisation strategy using a gaussian distribution 

with a mean of 0 and a Standard deviation of 0.001. We are also scheduling the learning 

rate decay schedule i.e., Learning rate is halved at epochs 49 and 99. 
In this we Are constructing neural networks to estimate transmission maps between input 

and output. In this we are making a total of 18 layers which are :- 

• 1 input layer 

• 2 convolution layer 

• 4 lambda layer 

• 1 maximum layer 

• 6 multiscale convolutional blocks 

• 1 concatenate layer 

• 1 maxPooling2D layer 

• 2 Convolutional block 
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Figure:- 24 Creating neural networks to estimate transmission maps
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Figure:- 25 Compiling the model

Figure:- 26 [A]

[B]
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Figure :- 27 Transmission Model



Here we will be training the residual model with 150 Epochs, 30 batch size and a 

learning rate scheduler which will be utilised to dynamically adjust the Learning 

rate during training. 

Residual-Based Network for video Dehazing 

 Here for video dehazing we are using the same residual based network which we 

have used earlier for image dehazing. We will be dividing our video into different number 

of frames and then we will be dehazing those frames and adding them back to make the 

video again. 
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Figure:- 28 Trans Model Shape

Figure:- 29 Training of transmission model



Here we are importing some necessary libraries for deep learning tasks using the Keras 

library with TensorFlow backend. Here we are importing NumPy for numerical 

computations, h5py for handling HDF5 files, and math for mathematical function. The 

Keras modules are imported for defining the neural network model, various layers like 

Conv2D and batch normalisation. This snippet also configures the image data format to 

‘channels_last’ which is very common for CNNs. It also imports matplotlib for plotting, 

PIL for image processing and OpenCV for computer vision tasks. 

This code snippet is for video processing using OpenCV. It starts by capturing a video file 

and then retrieves frames per second(fps), frame width, and frame height from the captured 

video. 

32

Figure:- 30 Importing the libraries

Figure:- 31 Code for video processing



In the above code snippet the transmission model defines a CNN architecture for image 

transmission modelling. It is taking an input image shape as an argument and creates a 

Keras model with several layers. Here, the model starts with a convolutional layer followed 

by ReLU activation function. Next, it slices the output into four parts and then it merges 

them using a maximum operation. It is also applying convolutional blocks with different 

filter sizes and concatenates the outputs. The model is basically designed  in such a way 

that it can do multi-scale feature mapping  and image transmission tasks. 

33

Figure:- 32 Code for transmission model

Figure:- 33 Code for Guided filter



In the above code snippet the Guided filter function is performing guided filtering on an 

input image using a guidance image. It is calculating statistical measures such as means, 

covariance and variances and then it computes filter coefficients and a bias term. These are 

used for an enhanced output image that preserves edges and details while reducing the 

noise and smoothing the image. 

  

In the above snippet the function refines the transmission map of an image by converting it 

to grayscale, normalising it, and applying guided filters with some parameters.  

Here in the above code snippet the function is creating a residual block which which is a 

key component in deep learning architectures. This function includes a batch normalisation 

followed by a convolution layer of 3x3 kernel and one output channel. Then, the input 

value is added back to the main path and then passed it through a ReLU activation. 
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Figure:- 34 code for transmission refine

Figure:- 35 Code for Residual Block



Here in the above code snippet the residual model function is constructing a deep residual 

model. It starts with an input layer and applies a convolutional block with a 3x3 kernel 

followed by ReLU activation. After that, it iteratively applies 17 instances of the Residual 

Block functions to create a deep residual structure. This process repeats again to improve 

the performance and give desired results from the model. 

Here in the snippet the code is processing frames from a video using OpenCV by 

converting each frame into a PIL image and then into a NumPy array for normalization and 

padding. It loads pre-trained models with weights for further processing. 
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Figure:- 36 Code for residual model

Figure:- 37 Code for frame processing from a video



Here in the above snippet, the code segment processes frames from a video by first 

expanding the input image dimensions and generating the transmission map. It then refines 

this map and calculates a residual map based on the original image. This further undergoes 

and give us a haze-free frame of the video. Each processed frame is then converted and 

combined to make a  output video file. This continues until all the frames are processed and 

the final video is saved. 

Here in the snippet the code check if an output video file exists in the directory or not. If 

exists, then it will print a message confirming its existence along with the file path. If it 

doesn’t exist then it will print a message indicating that the output video file isn’t found.  
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Figure:- 38 Code for frame processing from a video - 2

Figure:- 39 Code for Output file



3.5 Key Challenges 

• Our image dehazing problem is very complex and non-linear in nature because of 

light, scattering by the atmospheric particles. 

• One of the major challenges was that the quality of image is hugely varied since it has 

both the indoor and outdoor images, thus creating the difference in lightning and 

contrast conditions. Therefore, to create a model which is capable to dehaze both 

indoor and outdoor image with the ability to retain its more original colours. 

• Since, it is a CNN it requires a heavily computational power to train the model and 

with the use of more and more big data set consisting of more images, we will be 

needing a heavy GPU enabled machine to train it efficiently and faster. 
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CHAPTER - 4 

TESTING 

4.1 Testing Strategy 

This snippet imports various libraries for the testing our model. Here we imported numpy 

for numerical computing, h5py for interacting with HDF5 files and it is also used for 

storing large amounts of numerical data. Math library is for basic mathematical operations, 

keras is for high level neural networks API, tensorflow is for open-source machine learning 

framework, matplotlib for creating visualisations,PIL for opening, manipulating and saving 

different image file formats. This architecture includes convolutional layers, batch 

normalisation, activation functions. We set up an optimizer (Stochastic Gradient Descent) 

and a custom callback which we can use to monitor and control our model’s training 

process. We configuring keras to use a specific image data format, likely ‘channels_last’. 
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Figure :- 40 Importing necessary python libraries for the testing of our model



We used  ‘%matplotlib inline’ for displaying plots directly below the code cell whenever 

we will run it. 

This snippet defines two functions, ‘Guidedfilter’ and ‘TransmissionRefine’ which are 

important components in context of an image processing and they are possibly associated 

with tasks like image/video dehazing. The Guidedfilter function implemented a technique 

commonly used for smoothing images while preserving those important edges by taking an 

imput image Im, a guidance image p, a window radius r and a regularisation parameter eps. 

This function calculates local mean, covariance and filters to produce a guided-filter output 

as q. Now our second function TransmissionRefine refines a transmission map (et) by 
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Figure:- 41 Util Functions



using the previously  defined guided filter. The image input Im is converted to grayscale, 

normalised and then subjected to our guided filter process to enhance the transmission 

map. These two function basically serves as essential key steps in a broader image 

processing pipelines which results in improvement of image quality by reducing or 

removing noise and refining transmission. Information for subsequent applications. 

This code has a convolutional neural network (CNN) model called TransmissionModel 

which is being used via Keras library in python. This model is designed for a specific 

image processing task which is related to transmission map estimation. Here, the initial 

block involves around a convolutional layer with rectified linear unit (ReLU) activation 
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Figure:- 42 Transmission model



which  will enhance non-linearity in our neural network. The input tensor is sliced into four 

parts, and here the  maximum operation is applied across all these slices which will result 

in creating a fused representation. Then, we have three convolutional blocks with filter 

sizes of 3x3, 5x5, 7x7 respectively. The output of these blocks will capture multiscale 

features. For an instance a max-pooling layer with a filter size 7x7 will downsample the 

features. Another convolutional layer with ReLU activation will produce a single-channel 

output for our model. Overall, model aims to capture and fuse multiscale information for 

transmission map estimation. 

This code has a neural network architecture known as residual neural network(ResNet) 

using a python library known as keras. Here, the ResNet is designed to learn important 

features within the input image very efficiently. The ‘ResidualBlock function’ defines as 

the fundamental building block of our network via batch normalisation, a 3x3 

convolutional layer with a residual connection and this block will be applied iteratively in 

the ResidualModel function where initially another convolutional block which is followed 

by 17 residual blocks to capture and retain crucial features.The model generates a 3- 

channel output and a Rectified Linear Unit (ReLU) activation.The model is tuned to 

enhance the ability to learn and represent patterns in the input data with a sole focus on 

feature extraction for our image processing task at hand. 
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Figure:- 43 Residual model



This code has a function ‘dehaze_image’ which is designed for image/video dehazing using 

a deep neural network. It begins with loading an input image, normalising its pixel values 

and padding them symmetrically. We will then be utilising two models which we have 

already pre trained. The ‘TransmissionRefine’ function  will enhance the accuracy of the 

transmission estimation. The dehazing process will continue with the creation of a residual 

map which will further represent the difference between the original input and the refined 

transmission. The second model ‘ResidualModel’ will refine the residual map further and 

the resulting haze-free image will be obtained by subtracting the refined map from the 

original input. This will be done with the final output constrained to pixel values between 0 

and 1. 

Here in this code we are inserting an input image and based on those two pre-trained 

model, it will give us the dehazed output image. 
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Figure:- 44 Haze removal function

Figure:- 45 Output of trained model



Here the code will iterate from 0 to 22 and for each iteration it will check whether the 

current index matches with some certain predetermined values (0,5,8,12,13,15 or 20). If it 

does then it will skip the loop otherwise it will proceed with the dehazing process. The 

‘dehaze_image’ function is applied to images loaded from the directory and the results of 

dehazed images will be saved in a different directory with new and modified file name. 
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Figure:-  46 Output image based on pre-trained models

Figure:- 47 Iterations for image dehazing



4.2 Test Cases and Outcomes 

Here in this code the image in converted into a NumPy array, representing its pixel values 

and normalising them by dividing each pixel value by 255.0 for ensuring so that the values 

are in the range of 0 to 1. Then the image is symmetrically padded with a border of 7 pixels 

on the top, bottom, left and right sides. This is being done to accommodate the 

convolutional operations  which may be applied during subsequent image processing task.  

Here in this code a model is employed for estimating transmission maps. The model 

initialises and loads, pre-trained weights for a deep learning model, which is known as 

TransmissionModel and we designed this to estimate transmission maps for our dehazing 

images. We applied this to an input image and resulting trans map is refined using our 

function which is TransmissionRefine function. These are some essential steps for effective 

dehazing processing in our overall image enhancement pipeline. 
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Figure:- 48 Initial preprocessing of input image

Figure:- 49 Predict Transmission Map

Figure:- 50 Residual model input

Figure:- 51 Predicting residual image



Here this code calculates a residual map by dividing our original input image via refined 

transmission map. This code is basically expanding the dimensions of refined trans map. 

Here this code initialises and loads our pre-trained weights for our Residual Model so that 

they can do the refining of residual maps in the dehazing process. Our model is then 

applied to input residual map so that we can obtain a refined output. This code captures the 

residual information of the image. 

This code calculates a haze free image by subtracting our refined residual map from the 

original input map. After this step is done, the image is then clipped in pixel value between 

0 to 1. Further doing these steps we get our dehazed image/video as our desired output 

which enhances the overall image quality via removing some haze artifacts. 
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Figure:- 52 Generate Dehazed Image



This code displays original input image, estimated transmission map, refined transmission 

map, input image for residual model, output image for residual model and final output of 

dehaze image. With the help of these various stages we will be able to easily distinguish or 

differ different image dehazing processes.  
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Figure:- 53 Plotting of images at different steps
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Figure:- 54 Input Image for dehazing

Figure:- 55 Transmission Map
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Figure:- 56 Refined Transmission Map

Figure:- 57 Residual Model Input Image
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Figure:- 58 Residual Model Output Image

Figure:- 59 Generated Haze Free Image



Here this code will save our all images which were given by the model as an output. We 

have also specified the names of output images in our code itself. We are using ‘np.clip’ 

function which will ensure the pixel values are within valid range of 0 to 1 before saving 

them. 
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Figure:- 60 Saving of Images



CHAPTER - 5 

RESULTS AND EVALUATION 

5.1 Results 

After successful training of both the networks. We will be validating the models and can 

see how they're performing on the testing data set. 

Transmission Model Network 

Model Learning Rate:- It shows as the learning rate of the model over the epochs 
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Figure:- 61 Plotting the model loss and 

model learning rate

Figure:- 62 Model Learning Rate



Model Loss:- It shows the model loss over the epochs. 

Here we Are saving the transmission model as well as the weights. 
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Figure:- 63 Model Loss

Figure:- 64 Saving the model and weights



Residual Model Network 

Model Learning Rate:- It shows as the learning rate of the model over the epochs 
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Figure:- 65 Plotting Model loss and learning rate

Figure:- 66 Model Learning Rate



Model Loss:- It shows the model loss over the epochs. 

Here we are saving Residual model as well as the weights. 
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Figure:- 67 Model Loss

Figure:- 68 Saving the model and weights



Since we have seen in the Chapter 4.2 that our trained model is able to dehaze the image 

efficiently. 

• Our functional requirement of having a code base which is capable of handling the 

uploaded images and utilise it for future. Use has been fulfilled. 

• Requirement for the model to be able to dehaze both indoor and outdoor images is also 

being satisfied by the model, as seen in the Chapter 4.2. 

• The model is fast enough to be able to dehaze the images within two seconds of time 

after being uploaded. 

Video dehazing 

We have seen an improvement in our model when we did it on a video. Though the results 

were not upto the mark, our model still tried it’s best in giving the results. 
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Figure:- 69 Frame of an original input video (1)
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Figure:- 70 Frame of an output video (1)

Figure:- 71 Frame of an original input video (2)



Further, we have seen in the Chapter 4.2 that our trained model is able to dehaze the video  

efficiently too. 

• Our functional requirement of having a code base which is capable of handling the 

uploaded videos and utilise it for future use has been fulfilled. 

• Requirement for the model to be able to dehaze videos by converting into frames is also 

being satisfied by the model, as seen in the Chapter 4.2. 

• The model is fast enough to be able to dehaze the video of 480p resolution and timing 

depends upon how long the video timing is. If the duration of the video uploaded is 15 

seconds, then it is taking around 60-70 seconds to give us the desired video output. 
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Figure:- 72 Frame of  an output video (2)



CHAPTER - 6 

CONCLUSIONS AND FUTURE SCOPE 

6.1 Conclusion 

As we are concluding our project report we have implemented an approach on single image 

dehazing and single video-dehazing using residual-based deep convolutional neural 

network (CNN). Our approach has avoided the estimation of atmospheric lights and 

improved the efficiency of image dehazing. We divided our network model into two phases 

and our residual network trained the values of atmospheric lights. We have tested our 

model’s efficiency on the NYU2 depth dataset and also on RESIDE dataset. Also, we have 

tested a few videos too for video dehazing. When we looked at the results we found out 

that our model outperformed in terms of quantitative and qualitative evaluation metrics. 

Our proposed model performed very efficiently on dehazing processes for different scenes 

with no obvious color distortion or any image blurring etc. The results were very closer to 

the standard results. We are also aiming that our residual model also has the potential to be 

applied to real-time image and video dehazing too and we can also optimised them further 

with our model to improve the performance. We have tried our best in giving a valuable 

model and insights via this project report with the help of deep neural network methods for 

image dehazing 

6.2 Future Scope 

Our proposed model has many future scopes where we can improve our model and extend 

them for both image and video dehazing.Right now we have only tested for 480p videos 

because of low GPU power. We can further improve efficiency of our model. We will try to 

further extend our model for video dehazing also. We will be needing a larger and more 

realistic dataset for the training of our network model which will further help in 

performance of our model. Although we think that we have tried our best on this model but 

we still think that we can improve our model further for better result and to implement our 

model efficiently  on both image and  video dehazing. 
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