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ABSTRACT

The dynamic field of audio classification, which intersects machine learning, studies
methods for automatically classifying a variety of audio data. This paper explores
important techniques, with a focus on real-time audio processing with PyAudio, the
Librosa library, and Mel-frequency cepstral coefficients (MFCCs). MFCCs are
powerful feature representations that effectively capture the subtleties and spectrum
envelope of audio signals that are essential for categorization. A mainstay of audio
analysis, Librosa not only makes MFCC extraction easier, but it also provides an
extensive toolkit that includes beat tracking, pitch estimation, and tempo analysis.

In addition to this, PyAudio shows up as an essential tool that makes real-time audio
recording and playing possible. It is extremely useful in situations like sound event
detection and voice recognition because of its adaptability, which fills the gap between
model training and real-world applications. The combination of PyAudio, Librosa, and
MFCCs creates a strong basis for improving audio categorization skills.

This research is essential because audio classification is used in speech emotion
analysis, music genre identification, and environmental sound classification. When
these methods work together, real-time adaptability and correct categorization are
guaranteed, which is crucial for implementing classification systems in dynamic, real-
world situations.

Complementing these feature extraction techniques, PyAudio emerges as a crucial tool
for real-time audio processing. Its ability to record and play audio in real time facilitates
the development of audio classification systems that can be seamlessly integrated into
practical applications. As the field continues to evolve, the synergy between MFCCs,
Librosa, and PyAudio remains instrumental in advancing the capabilities of audio
classification, unlocking new possibilities for understanding and categorizing the
richness of audio data in various domains.

To sum up, the combination of MFCCs, Librosa, and PyAudio is a potent combination
of real-time capabilities, feature extraction, and analytic tools that is reshaping the audio
categorization field. This synergy not only opens up new avenues for comprehending
the complexities of audio data but also improves the usefulness of categorization
systems in a variety of contexts.



Chapter 1: Introduction

1.1 Introduction

The most important tasks in machine learning is audio classification, which means automatic
classification of variety of audio data into different classifications. This interdisciplinary field
joins methods from Deep Learning, Machine Learning, and EDA to interpret and classifies the
heterogeneous audio signal environment.

MFCCs are the foundation for efficient multi class audio classification. The coefficients will
capture the spectrum of an audio source,which will make it effective for feature representation.
It is critical to have this precise timbre representation of sound in order to discern subtleties in
audio data. One of the main resources for audio analysis is Librosa library as this library provides
a complete toolkit for MFCC extraction and make feature extraction for classification tasks
easier.

Librosa library offers a range of techniques for deriving valuable features from audio data as it
is an indispensable tool for audio analysis. In addition to MFCCs, Librosa also has features for
beat tracking, pitch estimation, and tempo analysis, which makes it a valuable tool for
practitioners and academics in the audio categorization field. Its thorough documentation and
user-friendly interface both contribute to its widespread field adoption.Real-time capabilities are
necessary for the practical applications of audio categorization, even though feature extraction
is crucial. This need is met by the Python package PyAudio, which makes real-time audio
recording and playback possible. Because of its flexibility, PyAudio is a great tool for developers
who want to close the gap between training models and putting them into practise.

In the dynamic field of audio classification, which resides at the nexus of machine learning and
audio signal processing, reliable methods are essential for classifying a wide range of audio data.
One notable achievement in this endeavour is the use of Mel-frequency cepstral coefficients
(MFCCs) as feature representations, made possible by the Librosa package. Beyond MFCCs,
Librosa's extensive toolset offers a wide range of features for in-depth audio analysis.



With regard to the methods of feature extraction, the library PyAudio becomes an instrument for
processing audio or voice in real application. The real-time recording and running of audio
capabilities make it easier to develop audio classification systems that work well with real-world
applications. The integration of MFCCs, Librosa, and PyAudio continues to be importanat in
expanding the field's potential for audio classification and opening up new avenues for
comprehending and classifying the diversity of audio data across different domains.

Audio classification is one of the most required and essential work in the fast developing field
of machine learning, with the aim of classifying automatically different type of audio data in
different categries. This multiplied field uses a mix of machine learning, deep learning, and
exploratory data analysis methods for identifing finding, and categorise the difficult network of
signals that is present in the diverse audio environment.

The most important aspect of an effective audio category are the Mel-frequency cepstral
coefficients. An efficient feature representation is provided by the co efficients by capturing the
source audio present on the envelope spectrum. The most accurate representation is important
and required for recognizing the small details in tha data audio which makes it possible and easy
for the classification. As a basic resource for the analysis of audio, the library that we have used
is librosa stands out for providing an accessible toolkit that makes the extraction using MFCC e
simple, easy and more simplifying for classification jobs easier.

The importance of Librosa in audio analysis is much more beyond MFCCs, with features
available for such as tracking of beat, estimation of pitch, and analysis of tempo. This ability of
adaptability makes Librosa an a very valuable tool for faculty as wella as scholars working in
the that field of audio categorization. The widespread use of this is the in large part to beacuse
of user friendly and extensive and easily available documenattaion, making it possible for the
easy conversion from documentation to appliation.

It is important for the feature extraction, the skills in the real time application is also required for
original audio classification and further implementation. PyAudio, the library of python that
further looks after the real-time audio recorder sytem, addresses the required demand.
PyAudio'sn flexibility intrinsic in nature makes it an vailabale choice for developers and the



scholars looking to fill ou the gap between model training and real time application.

In the fast and dynamic developement of audio classification, which currently is present at the
edge of machine learning and signal processing of audio, the integration of depending methods
and ways becomes crucial for categorising a wide set of data for the audio. The use of both the
of Mfcc and Librosa, with the py audio’s augmented real time capabilities, is a quite achievement
in this endevaor and noteworthuy. This integration has been important in understanding the full
use and methods of audio classification, also while opening up the pathways that are new for the
categorization and relevant interpretation of the vast diversity of audio data across different
domainss.

1.2 Problem Statement

In several practical applications of audio processing, such as sound event detection and voice
recognition, it is crucial to build a real-time classification system that is both efficient and
effective. This is a multi-step procedure that starts with preprocessing different types of audio
data and ends with building and testing a machine learning model. The fundamental elements of
developing such a system will be discussed in this article, along with subjects like feature
extraction, data preprocessing, model training, and real-time implementation.

1. Preprocessing Diverse Audio Data:

Preprocessing a variety of audio data to guarantee format consistency is the first step in creating
a strong audio categorization system. In order to fix problems like inconsistent sampling rates,
background noise, and signal distortions, the raw audio files must be cleaned and standardised
in this phase. We provide the groundwork for precise feature extraction and model training by
standardising the data.

2. Extracting MFCC Features:

After preprocessing the audio data, extracting Mel Frequency Cepstral Coefficients (MFCC)
characteristics is an important next step. Because they are so good at capturing the spectrum
features of audio signals, MFCCs are frequently utilised in audio signal processing. These
characteristics provide a condensed representation of the audio data that is useful for
classification tasks, and they act as inputs to the machine learning model.
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3. Training a Machine Learning Model:

After extracting the MFCC characteristics, a machine learning model must be trained. The
particular requirements of the application determine which model should be used. For audio
classification tasks, convolutional neural networks (CNNs) and recurrent neural networks
(RNNSs) are popular options. Using labelled data, the model is trained to distinguish between
various audio categories using the features that are retrieved.

4. Evaluating Model Performance:

It is essential to assess the trained model's performance to guarantee its efficacy. Among other
metrics, class-specific accuracy offers information about how well the model can categorise
examples from each category. This assessment stage ensures that the model is reliable in
practical situations by pointing out areas that need to be improved and adjusted.

5. Developing a Real-Time Audio Classification System with PyAudio: PyAudio
integration is necessary for the audio classification system to be useful for real-time
applications. A Python library called PyAudio offers bindings for PortAudio, making audio
input and output simple. The proposed system can process and classify audio streams in real-
time by integrating PyAudio, which makes it appropriate for applications like sound event
detection and speech recognition.

Developing a real-time audio categorization system requires a thorough methodology, ranging
from preparing heterogeneous data to putting a machine learning model into practise and
guaranteeing real-time performance. Developers can build a reliable system that can correctly
identify audio input in real-world applications by following these steps. Apart from theis the
pyaudio also increases the efficiency of the system in numerous fields, the deception like sound
vent and recognition of voice, making it an advantage for the audio processing jobs.

1.3 Objectives

Accurate class labelling of varied audio samples is crucial in a variety of applications ranged
from speech recognition to sound event detection. The purpose of this article is to describe the
creation of a robust audio classification model utilising Mel Frequency Cepstral Coefficients
(MFCCs) collected with Librosa and PyAudio. The priority is to overcome data preprocessing
issues in order to ensure the model's accuracy in real-world circumstances.
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1. Data Preprocessing Challenges:

Various sampling rates, background noise, and pitch discrepancies are all common issues with
diverse audio samples. Addressing these issues is critical for developing a credible model. To
provide a uniform and clean dataset, data preprocessing entails standardising the format,
controlling pitch fluctuations, and minimising noise.

2. Extracting MFCC Features with Librosa and PyAudio:

Librosa is a sophisticated Python library for audio and music analysis, making it an excellent
choice for MFCC feature extraction. PyAudio, on the other hand, makes it easier to incorporate
real-time audio processing into the model. The combination of Librosa and PyAudio provides
precise extraction of MFCC characteristics, capturing crucial spectral qualities while minimising
the impact of noise and pitch fluctuations in audio inputs.

3. Model Precision Assessment:

Following the extraction of MFCC characteristics, a machine learning model for audio
categorization is trained. A crucial evaluation criterion is the model's precision in categorising
audio across different classes. This evaluation verifies that the model distinguishes well between
different audio samples, making it acceptable for real applications where precision is critical.

4. Handling Augmentation and Class Imbalance:

Augmentation techniques can be added to the dataset to improve the model's robustness. To
expose the model to a broader range of events, augmentation entails introducing modifications
in the training data, such as time stretching or adding background noise. Addressing class
imbalance also guarantees that the model does not favour one class over another, resulting in a
more balanced and accurate classification.

5. Exploring Advanced Methods:
Exploring additional methods can further develop the model beyond basic augmentation and
fixing class imbalance. Transfer learning, ensemble models, and adding attention mechanisms
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can all help to increase performance, particularly in complicated audio categorization problems.
Experimenting with these advanced methods enables the model to be tailored to individual

application requirements.

Conclusion:

Creating an accurate audio classification model necessitates a multifaceted approach that begins
with addressing data preprocessing issues. Using the capabilities of Librosa and PyAudio,
extracting MFCC features becomes a robust process, capturing vital spectral attributes while
minimising noise and pitch influences. Model precision assessment, in conjunction with
techniques such as augmentation and handling class imbalance, ensures the model's suitability
for practical applications. Exploring advanced methods refines the model

further, making it a powerful tool for accurate class labelling of diverse audio samples in a

variety of real-world scenarios.

1.4 Significance And Motivation of The Report Work
This study on audio categorization highlights the use of Librosa, PyAudio, and Mel-frequency
cepstral coefficients (MFCCs) to handle real-world difficulties and uncover creative applications

across several fields. It is significant and motivational.

1. Practical Applicability:
The purpose of the report is to close the knowledge gap between theoretical
developments in audio classification and real-world implementation. The report shows
that the techniques examined are not only reliable in research environments but also
easily transferable to real-world scenarios including music genre identification, speech
recognition, and sound event detection by concentrating on MFCCs, Librosa, and
PyAudio.

2. Enhanced Accuracy and Efficiency:
Because MFCCs are good at capturing spectral characteristics, using them helps to
increase accuracy in audio classification tasks. Beyond MFCC extraction, Librosa's
extensive toolkit offers a variety of audio analysis methods to further improve efficiency.
This combination makes sure that the various audio data are accurately and consistently
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categorized using the suggested ways.

3. Multidisciplinary Relevance:
Because MFCCs are good at capturing spectral characteristics, using them helps to
increase accuracy in audio classification tasks. Beyond MFCC extraction, Librosa's
extensive toolkit offers a variety of audio analysis methods to further improve efficiency.
This combination makes sure that the various audio data are accurately and consistently
categorized using the suggested ways.

4. Real-time Adaptability:
The practical requirement for real-time capabilities in audio categorization systems is
addressed by PyAudio's inclusion. In applications where prompt answers are critical,
such as voice-activated assistants and surveillance systems, the research recognises the
growing need for systems that can adapt and identify audio data on the fly.

5. Innovation and Future Research Directions:
Through exploring the interplay among MFCCs, Librosa, and PyAudio, the report
promotes creativity in the audio categorization domain. It also serves as a basis for other
research endeavors, including investigating cutting-edge approaches, tackling new
problems, and modifying these approaches to fit changing technological environments.

1.5 Organization of Project Report

We have organized our report in the following parts:-

1) Certificate, Declaration, Acknowledgement, Abstract
This section includes an official certification affirming the authenticity of the work,
typically provided by an academic institution or supervisory authority. The declaration
is a formal statement wherein the author asserts the originality of the work and adherence
to ethical standards, ensuring the absence of plagiarism. In this section, the author
expresses gratitude to individuals, institutions, or organizations that contributed to the



project, offering a recognition of their support. The abstract gives a succinct summary of
the full study, encompassing important objectives, methodology, and outcomes and
providing readers with a rapid overview.

2) Table of contents
The table of contents provides a guide for readers to navigate through different sections
and chapters by outlining the structure of the report. These sections list all tables and
figures in the report, making it easier for readers to find relevant visual or tabular content.
A comprehensive list of abbreviations used in the study, ensuring clarity and
comprehension for readers who come across specialised language.

3) Chapter 1 : Introduction
The purpose of this chapter is to provide some background to the research in question
and set the framework within which it has been carried out.

4) Chapter 2 : Literature Survey
In this part, it provides an extensive discussion on earlier studies related to the research

subject as well as their approaches and gaps.

5) Chapter 3: System Development
Detailing the creation or enhancement of the system under study, this chapter covers

methodologies, tools, and technologies employed in the system's construction.

6) Chapter 4: Testing
Focused on the verification and validation of the developed system, this chapter delves
into testing methodologies, criteria for success, and the overall robustness of the system.

7) Chapter 5 : Results and Evaluation
Presenting the outcomes of the testing phase, this chapter analyzes the results,
interprets data, and assesses the system's performance against predefined criteria.



8) Chapter 6: Conclusions and future scope
Summarizing key findings, this section draws conclusions from the research,

highlighting implications and contributions to the field. Discussing potential avenues for
future research, this section outlines areas that could benefit from further exploration or

development.

9) List of Publications, References, Appendix
If applicable, this section enumerates any publications resulting from the research,

showcasing the dissemination of findings.



Chapter 2: Literature Survey

2.1 Overview of relevant literature

[1] This study looks into audio classification using machine learning (ML) techniques and
assesses how well Decision Tree, RandomForest, K-Nearest Neighbours (KNN), and Logistic
Regression work. The study, which was published in 2023, has an astounding 95% accuracy
rate. Nonetheless, a number of restrictions are noted, providing insight into potential areas for
additional study and development.

The study uses a variety of machine learning (ML) techniques to categorise audio data: KNN
uses proximity-based categorization, RandomForest and Decision Tree models capture intricate
decision boundaries, and Logistic Regression offers a linear model. The 95% accuracy rate
indicates how well these techniques work to distinguish across various audio genres.

Notwithstanding the praiseworthy outcomes, the study presents noteworthy constraints that
affect the applicability and thoroughness of the conclusions. First off, the model's capacity to
handle a variety of audio samples may be limited by the tiny size of the dataset that was used.
The model's applicability to more complex and diverse audio genres may be limited by its
emphasis on binary genre classification.

Limited feature details are also highlighted by the research as a limitation, suggesting that feature
richness and choice may not be all-inclusive. Concerns concerning the interpretability and
applicability of the selected features are raised by the lack of a clear and comprehensive expert
input during the feature selection process.

Larger datasets are also emphasised in the research, as it is acknowledged that a more
comprehensive and diverse dataset may strengthen the model's resilience and increase its
performance in a variety of genres. The demand for larger datasets is consistent with a more
general trend in machine learning research, which holds that rich and varied data sets are
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essential for training well-generalizable models.

In summary, the study openly discusses its shortcomings even though it uses machine learning
techniques to classify audio with a high accuracy rate and noticeable results. These comprise the
limitations brought about by a tiny dataset, an emphasis on binary genres, a lack of distinct expert
input, and minimal feature details. Acknowledging these limits creates opportunities for future
work to solve these restrictions and increase audio classification.

[2]DNN enhanced with a Classifier Attention Mechanism, a novel method for audio
classification is presented in the paper . The study's 85.99% classification accuracy for audio
data demonstrates how successful the suggested approach is.

The use of a DNN, a potent class of neural networks renowned for its capacity to extract complex
patterns and representations from data, is the main methodology used in the study. The new
feature is the addition of a Classifier Attention Mechanism, which improves the model's
discriminatory power by concentrating on particular elements when classifying.efficacy of the
suggested model.

Although the accuracy of 85.99% was achieved with considerable success, there are certain
limits in the research. One such drawback is the lack of a thorough comparison with current
techniques. The suggested DNN is not fully benchmarked in the research against other cutting-
edge models or well-known methods for audio classification. This omission begs the question of
how the unique approach's performance, efficiency, and universal applicability stack up against
those of existing methods.

The report also points out that using a single dataset for evaluation is a constraint. The lack of a
more comprehensive analysis across many datasets reduces the generalizability of the concept.
Due to its dependence on a single dataset, the suggested method's performance in different audio
domains may not be well understood, which could limit its usefulness in practical settings.

In conclusion, the study makes a substantial contribution to the field of audio categorization by
introducing a DNN with a Classifier Attention Mechanism and obtaining an 85.99% accuracy
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rate. Notwithstanding, the constraints, such as the absence of an elaborate comparative analysis
with extant methodologies and the dependence on a particular dataset for assessment, indicate
potential directions for future investigation. In order to improve the suggested model's robustness
and practicality, further study may entail a more thorough evaluation of its performance against
recognised benchmarks and an investigation of its results over a variety of datasets.

[3]The study, "Music Genre Classification using MFCC, SVM," explores the use of Support
Vector Machines (SVM) in conjunction with Mel-frequency cepstral coefficients (MFCC) to
classify different musical genres. The remarkable accuracy rate of 95% is made possible by the
combination of the powerful classification powers of SVM with the feature extraction
capabilities of MFCC. Nevertheless, the study admits several limitations, primarily related to the
specifics of feature selection and the applicability of the model to a variety of musical genres.

The study uses a two-pronged strategy, using SVM for classification and MFCC for feature
extraction. The basic spectrum properties of audio signals are captured by MFCC, a potent
technique in audio signal processing that yields a concise but informative representation. MFCC
characteristics are retrieved and fed into SVM, a machine learning algorithm that is well-known
for its efficiency in classification tasks. The suggested methodology's synergy between MFCC
and SVM provides the framework for its notable 95% classification accuracy in music genres.

The achieved accuracy of 95% underscores the effectiveness of the chosen methods. This high
accuracy rate signifies the model's ability to discern and categorize music into distinct genres
with a remarkable degree of precision. The successful integration of MFCC and SVM showcases
the potential for this approach to contribute to the field of music genre classification.

A significant study drawback that has been highlighted is the lack of information regarding the
particular features that were chosen from the MFCC representation. The study's reproducibility
is hampered by the lack of thorough information on feature selection, which also increases the
possibility of misunderstanding the essential traits underlying the categorization.

The research acknowledges that there could be constraints in the model's ability to generalise
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over a wide range of musical genres. When the classification problem comprises genres that
were not well-represented in the training data, the breadth of applicability might be limited,
which could provide difficulties. This constraint makes it necessary to think about additional
research and improvement in order to increase the model's adaptability.

With a noteworthy accuracy of 95%, the study paper on music genre classification using MFCC
and SVM gives a convincing methodology. Despite being praised for its accomplishments, the
study offers insightful information about areas that still need work. Subsequent efforts in this
field can concentrate on clarifying feature selection procedures, guaranteeing a more transparent
and repeatable approach. Further work to improve the model's generalisation ability across a
wider range of musical genres would support the ongoing development and relevance of the
suggested methodology.

[4]Using the DL Medley-Solos-DB dataset, the research study findss the creation of interpretble
deep learning model for automatically sound classification. With an accuracy of 77.3%, this is
an impressive result in the field of sound classification. Nevertheless, the study points out
important shortcomings, most notably the paucity of audio research despite the growing interest
in deep learning.

The DL Medley-Solos-DB dataset, a hand-picked compilation of recordings of solo musical
instruments, is the focal point of the methodology used. The authors hope to develop a model
that can make decisions with high accuracy and interpretability by utilising deep learning
techniques. Interpretability is a vital component, particularly in situations where
comprehending the logic of the model is essential.

The model shows proficiency in differentiating between several sound classes in the DL Medley-
Solos-DB dataset, with a reported accuracy of 77.3%. This implies that the model's overall
performance in sound classification can be attributed to its ability to capture subtle elements
typical of different musical instruments.

The study does, however, openly identify some shortcomings that need consideration. The main
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issue is that, in spite of deep learning's achievements and increased interest, there is now a
research gap concerning audio. This constraint suggests that there is still significant untapped
potential and opportunity for growth when it comes to using deep learning for audio-related tasks,
even with the advancements made in the particular context of sound classification.

The research community is urged to take action in response to the deficit in audio-focused deep
learning research. It suggests a chance for additional research, creativity, and cooperation to
realise deep learning's full potential in the field of audio processing. To overcome this constraint,
coordinated efforts are needed to broaden the field of study, promote interdisciplinary
cooperation, and stimulate the creation of models that are highly accurate while also providing
information about how they make decisions.

The paucity of research on audio-focused deep learning is a call to action for the scientific
community. It points to an opportunity for further investigation, innovation, and collaboration to
fully achieve the potential of deep learning in audio processing. Coordinated efforts are required
to expand the field of study, encourage interdisciplinary collaboration, and encourage the
development of highly accurate models that also reveal the decision-making process. This
constraint must be overcome.

[5]This study explores how deep neural networks (DNNSs) are interpreted and explained when
they are used to classify audio data. The principal technique utilised is the application of
DNNs, which exhibits a remarkable accuracy rate of 95.8%. The study does, however, admit
some limitations, notably those related to the difficulties in connecting audio to language or

frequency.

The study uses DNNSs in conjunction with a deep learning methodology to classify audio data.
Deep neural networks are especially well-suited for difficult tasks like audio categorization
because of their well-known ability to autonomously learn complicate patterns and
representations of unfiltered input.

The study presents an impressive accuracy of 95.8%, demonstrating how well the used DNN
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classified audio samples. This high level of accuracy highlights how deep learning models can
capture subtle elements that are necessary to identify audio patterns.

A glaring drawback is the intrinsic challenge of directly connecting auditory signals to language.
Although DNNs are excellent at learning hierarchical representations, it is difficult to relate
audio to particular linguistic components due to the high level of abstraction involved. The study
admits that it can be challenging to correlate auditory waves with particular frequencies. The
direct correlation between individual frequencies and the neural network's learnt representations
is made more difficult by the complex nature of audio signals, which can contain numerous
frequencies at once.

Interpreting the DNN's internal representations is likewise challenging because to the difficulty
in connecting audio to language or frequency. When dealing with abstract audio information, it
becomes more complex to understand how the network determines which classifications to
make.

The usefulness of the model outside of the training data may be impacted by the restrictions in
connecting audio to language or frequency. One possible area for improvement is generalising
the model to handle different audio sources with different language features or frequency
compositions.

Future research could explore methodologies to incorporate linguistic context or frequency
information explicitly into the training process. This could potentially enhance the model's
ability to make connections between audio signals and language or frequencies.

Investigating sophisticated interpretability strategies designed for audio DNNs may shed light
on the model's decision-making process. This could use methods like attention mechanisms
made for audio data or layer-wise relevance propagation.

With an astounding accuracy of 95.8%, the study paper concludes by making a substantial
contribution to the field of audio classification using deep neural networks. The paper does,
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however, openly admit the difficulties in connecting audio to language or frequency, highlighting
the need for additional research to overcome these constraints and improve the interpretability
and practicality of audio categorization algorithms.

[6]This research article explores the field of audio event classification using the FreeSound.org
dataset and a combination of GMM and SVM. Even though the study finds significant limits—
mostly related to the relatively high error rates in audio event classification—it nevertheless
manages to achieve an accuracy of 86%. These constraints make it difficult to put the suggested
methodologies and classifiers into practise.

The fundamental methodology focuses on using SVM and GMM as the selected classifiers,
demonstrating the researcher's curiosity on probabilistic modelling as well as conventional
machine learning techniques. The work gains practical importance by utilising the
FreeSound.org dataset, a library containing a wide variety of audio samples.

This research article explores the field of audio event classification using the FreeSound.org
dataset and a combination of Gaussian Mixture Models (GMM) and Support Vector Machines
(SVM). Even though the study finds significant limits—mostly related to the relatively high error
rates in audio event classification—it nevertheless manages to achieve an accuracy of 86%.
These constraints make it difficult to put the suggested methodologies and classifiers into
practise.

The fundamental methodology focuses on using SVM and GMM as the selected classifiers,
demonstrating the researcher's curiosity on probabilistic modelling as well as conventional
machine learning techniques. The work gains practical importance by utilising the
FreeSound.org dataset, a library containing a wide variety of audio samples.

Despite the promising aspects, the study reveals a noteworthy limitation in the form of relatively
high error rates during audio event classification. This key finding necessitates a deeper
understanding of the factors contributing to misclassifications and prompts reflection on the
practical viability of the proposed methods.
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To sum up, the study paper effectively traverses the terrain of audio event classification; yet, the
indicated constraints emphasise the intricacy of the undertaking. It is important to address these
constraints in order to refine the suggested approaches for more dependable and useful
applications. Future research projects can build on these discoveries to accelerate progress in
reaching higher accuracy and reducing difficulties related to misclassification as the area of
audio event categorization develops.

[7]The ESC-10 and ESC-5 datasets are used in the research study to investigate sound
classification using a joint of Convolutional Neural Network (CNN) and Deep Stacking
Network. The stated accuracy of this method is 87%, which clarifies the limitations and strengths
of the suggested methodology.

Convolutional neural networks, a powerful architecture for removing hierarchical characteristics
from complicated data, including audio signals, are first used in this paper. Furthermore, a multi-
layered strategy to feature extraction and classification is proposed by utilising a Tensor Deep
Stacking Network in combination with it. The selection of the ESC-10 and ESC-5 datasets
indicates the use of realistic and varied audio samples, offering a reliable testing ground for the
suggested sound classification method.

Considering the difficulties that come with sound categorization tasks, the 87% accuracy rate is
an impressive result. The report does, however, openly admit the shortcomings related to the
suggested approach'’s classification accuracy. The acknowledgement that the model might not be
hitting high accuracy rates leads to a critical analysis of the variables that might be affecting
performance.

Although the 87% stated accuracy indicates a good performance in sound classification, the
highlighted drawback highlights the necessity for a comprehensive comprehension of the
model's capabilities. The study creates opportunities for additional research to improve the
suggested methodology, possibly by hyperparameter adjustment, dataset expansion, or different
architectures.
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In summary, the study advances the field of sound classification through the use of sophisticated
neural network architectures. Although significant, the claimed accuracy raises important
questions about the difficulties of attaining high precision in a variety of acoustic settings. This
openness in admitting shortcomings promotes continued investigation and improvement, leading
to advances in reliable classification techniques.

[8]This research study explores the field of audio categorization and presents a new method that
combines a classifier attention mechanism, spectrograms, and Tensor Deep Stacking (TDSN)
with Convolutional Neural Networks (CNNSs). The study reaches a notable accuracy of 79.9%
using the ESC-10 dataset as its primary dataset. Despite its performance, some drawbacks are
noted, most notably the lack of resource-related testing of the model on the ESC-50 dataset.

The approach centres on the combination of multiple cutting-edge methods, beginning with
Convolutional Neural Networks (CNNs), which are well-known for their efficiency at
identifying spatial hierarchies. Spectrograms are used as input, giving a strong basis for feature
extraction by giving a visual depiction of the frequency spectrum in audio recordings.

The suggested model is unique in that it includes a Classifier Attention Mechanism. This
approach dynamically modifies the model's focus at various points in the audio processing
pipeline to increase classification accuracy and the model's ability to identify important
characteristics.

The ESC-10 dataset, a subset of the Environmental Sound Classification 50 (ESC-50) dataset,
is used in the study primarily to assess the model's performance. The combined approach's
effectiveness is demonstrated by the 79.9% accuracy attained, which highlights its potential for
accurate audio classification across a variety of environmental sounds.

The study is open about its shortcomings, though. The TDSN model was not evaluated on the
ESC-50 dataset, which includes a wider variety of sound classes, due to resource limitations.
This restriction calls into question whether the suggested approach can be applied to a wider
range of audio data. Although the ESC-10 dataset offers insightful information, a thorough
analysis on the ESC-50 dataset could confirm the model's resilience and suitability for a larger
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range of realistic situations.

Using CNNs, spectrograms, and TDSN with a Classifier Attention Mechanism, the research
study concludes with a novel approach to audio classification. The remarkable precision attained
on the ESC-10 dataset demonstrates the efficacy of the suggested methodology. But the stated
drawback of not testing on the ESC-50 dataset raises important questions for future study,
highlighting the necessity of thorough assessments on a variety of datasets to determine the
model's wider applicability.

In summary, the study advances the field of sound classification through the use of sophisticated
neural network architectures. Although significant, the claimed accuracy raises important
questions about the difficulties of attaining high precision in a variety of acoustic settings. This
openness in admitting shortcomings promotes continued investigation and improvement, leading
to advances in reliable classification technigues.
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Table 2.1.1: Literature Review Table

S. No. Paper Title | Journal/Co Tools/Tec Results Limitations
[cite] nf erence | hniques/
Paper Dataset
(Year)
1. Audio 2023 LogisticRe 95% Small
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DecisionTr need for
e larger
Classifier datasets
2. A Deep 2021 DNN 85.99% The lack of
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2.2 Key gaps in the literature

The research that is now available shows that there have been significant breakthroughs in the
investigation of audio categorization using machine learning techniques. Even said, there are
still a number of significant gaps in the subject, which presents a chance for additional study and
improvement.

A significant void in the literature is the scant investigation of deep learning methods for audio
categorization. Although the paper being reviewed uses standard ML algorithms like K-NN,
RandomForest, and Logistic Regression, there aren't many thorough studies in the literature
about the use of DNN, CNN, or RNNs. The underrepresentation of deep learning architectures
in the current literature suggests that their full potential for audio classification is not fully
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understood, despite their notable success in audio-related tasks, including voice identification

and music categorization.

The undervaluation of real-time implementation in audio categorization systems is another
weakness. Even though PyAudio's significance for real-time processing is acknowledged in the
study, real-time requirements and difficulties are frequently not thoroughly explored in the larger
literature. Real-time systems are necessary for practical applications like voice recognition and
sound event detection, although the literature is more likely to concentrate on offline analysis.
For audio classification systems to become more practically applicable, this gap must be closed.

When it comes to discussing the need for representative and diverse datasets in audio
categorization research, the literature frequently falls short. The paper's acknowledgement of the
limitations of a tiny dataset suggests a larger problem in the field. Diversity in auditory genres,
acoustic surroundings, and cultural contexts is lacking in many studies. The lack of extensive
datasets encompassing a broad range of auditory properties impedes the capacity of models to
be applied to real-world scenarios.

The paucity of interdisciplinary research between machine learning practitioners and experts in
audio processing is another area where there is a literature gap. The report emphasises how
important it is for domain experts and machine learning researchers to work together because
feature selection lacks unambiguous expert input. Furthermore, there is a lack of user-centric
techniques that take end users' needs and preferences into account while developing audio
classification algorithms.

Filling in these significant gaps in the literature would promote breakthroughs in the field,
advance our understanding of audio classification, and increase the usefulness of machine
learning techniques in audio processing. To spur innovation and close current knowledge gaps,
these fields should be given top priority in future research projects.

The imperative need for representative and diverse datasets in audio categorization research
emerges as yet another area of concern. While some studies acknowledge the limitations posed
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by small datasets, the broader issue of dataset diversity remains largely unaddressed. The
scarcity of extensive datasets encompassing diverse auditory genres, acoustic environments, and
cultural contexts impedes the robustness of models for real-world applications. Diverse datasets
are indispensable for enhancing the adaptability and generalization capabilities of audio

classification algorithms.

Furthermore, the literature gap persists in fostering interdisciplinary collaboration between
machine learning practitioners and experts in audio processing. The synergy between domain
experts and machine learning researchers is crucial, particularly in feature selection where
unambiguous expert input is lacking. Additionally, there is a conspicuous absence of user-centric
techniques that consider end users' needs and preferences during the development of audio
classification algorithms. Incorporating user-centric approaches can enhance the usability and
effectiveness of audio classification systems.

n conclusion, while significant breakthroughs have been made in the investigation of audio
categorization using machine learning techniques, several critical gaps persist in the literature.
Addressing these gaps through focused research endeavors is paramount to advancing our
understanding of audio classification and maximizing the utility of machine learning techniques
in audio processing. By prioritizing interdisciplinary collaboration, exploring deep learning
methodologies, addressing real-time implementation challenges, and fostering dataset diversity,
the field can propel towards innovative solutions and breakthroughs. Closing these knowledge
gaps is essential to realizing the full potential of machine learning in audio categorization and
meeting the evolving demands of real-world applications.
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Chapter 3: System Development

3.1 Requirements and analysis

Resources Required

e Software Resources

e Python

e Google Colab

e Machine Learning
Hardware Resources

e Minimum of 8 GB RAM

e SSD for faster process.
Others

e Datasets

e References and Research Paper
Libraries

e Librosa

e NumPy

e Pandas

e Scikit-learn

e TensorFlow

e Keras

e Matplotlib

e Seaborn

e SciPy

25



3.2 Project Design and Architecture

Audio Input
{.-wav files)

(MFCC)

e

Figure 3.2.1 : Project flow
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3.3 Data preparation

In our project, for the data preparation we have made our own dataset. The dataset has been
compiled particularly working with various datasets from sources like Kaggle, Github etc.

a) Data collection
We have collected dataset from various sources that were available on kaggle, github and
dagshub. The following is the dataset that we have used in our project:

Environmental Sound Classification

The dataset snippets were extracted manually from field recordings that were made available to
the public through the Freesound.org project. This folder includes sounds such as those produced
by air conditioners, dogs, vehicle horns, and sirens.

Bird Audio detection

This repository incorporates datasets obtained during real-time bio-acoustics monitoring
initiatives, along with standardized, objective evaluation framework. Hosting the freefield1010
on “DagsHub”.

Children’s Song
Children’s Song Dataset is an open-source dataset for singing voice research. This dataset
contains Korean and English songs sung by one Korean female professional pop singer.

b) Dataset Organization
Created an excel sheet with distinct features.

c) Data Preprocessing
Ensured uniformity in audio file formats (e.g., WAV). We have used tools like Librosa that
assist in standardizing audio formats.
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d) Feature Extraction

Utilize the Librosa library to extract relevant features, such as Mel-frequency cepstral
coefficients (MFCCs), chroma features, and spectral contrast, from each audio file. These
features will serve as inputs to the neural network.

e) Data Augmentation

Augmented the dataset to increase variability and improve model generalization. Techniques
such as time-stretching, pitch-shifting, and adding background noise have been done by the
librosa library that we have used.
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Figure 3.3.1: Dataset Screenshots
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Figure 3.3.2: Dataset screenshots
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Figure 3.3.3: Displaying classes of data
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3.4 Implementation

Below are the code snippets attached from the implemented code.

n [1]:

Ipip irmtall Jibeosa

In |2}
m {3}
n uj:

In L2}

In s

in [¥):

~r "y v v
Foqulromont already satistied! typing estessionsred. bt 1y 1 \users\muka\appdata\ roonding  pathoe! pethosl 3e) site gackages [fro *

= Librosa) {8,5.6)

Faquiremet already satisfied: lagy-loader>md.] b ochuvers sk Lnsconda s \mnkan' ibvite-packages (from Lisross) (9.

1)

Anpuiremant alewady satisfied: sgpacks=1.0 B o Yavers bmuvicsLeacondad e \muskan | 1ibinite- packages (From 1ibresa) (1.9.7)
Moqulremont alroady satisdied: 11emlitece 4, 0= 40,000 In < usors mudarac ondad\ Gnvs meskae)\ TEB\site-packages (Fros mm
Bared, 51,821 vosa) {6.41.1)

Faquiremst already satisfied: platformdars>a2. 5.0 in orlusers\meska\anacondadiervs \makant 1ib\nite-packages (from poochrel.@
»librosa) {2.5.2)

Aaquirement already satisfied: packagisg>o20.0 tv 2 wsers\musics\apdata\rossing | python gyt hord 30\ s ite-packages (froe ponchas
1.9-slibvona) (25.1)

Moqulremnt alroady satisfied! requestsd=2 109 Le ordars Mkl popdatarosing pathon’ pythoe e site-packages (From poochy
«1.0-3libvosa) (2.30.2)

Aogulremont already setisfied! threadpoolctnd. 4.4 In Cr\usersmusia\sppdatad\roamling | python’ pythoeda¢\site-packages (From «
1eit - laamd, 29,02 11brosa) (3.1.8)

Aequiresent already satistieg: offi31.0 1» clssersimascs\macondsIiems mkan' ] ibiyite-packages (From sosadfilessd.12.1-2]
ibrosa) (1,15.1)

Requiremant already satintied: pycpurser 3 oz\svers mavcs nacondad s imnkan U ib\site-packages (From cffioe).2-swoundfile
M.u.x-)!mm)' {2.1) .

-—ea - . - - - et Ottt i - - .

Isport watplotlib. pyplet as it
Yaxrplerlib inlite
Filorvaw = ‘Mtin_tetaset (dag Sertene’

1aport 1Python. displey as 3pd
isport Jitrons
taport librosa.displey

Figure 3.4.1: Importing matplotlib

BELE NN, T W BEE.T WE/R PTA BINNIML
BTN, 7 KN ASE. 3 CA/S #CA DiPeiIN
SN TS0, R AT2.A KRN A Bioe i

tastalileg collectid poschagen: apadtc
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BT

Authar-ssails
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Sopbiremest wlready solistled: Lidrose In O umers e banaconda ) Lemss Umabar L LD UGS LTe - par Rages (B,10,1)
Bogalreomest 2lroady SaTIsfiod: memba 30 O o d Umeka s ot t ees s Ums b s IS ETe pacsages (8.58.1)
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w1

Mo lremest already SOTIafiad SORRT Jearvoad 70,0 10 € ser Smes b3 gyt o uroums g Wy TA A pp TRGa 10N G LT puni nde s [ From 1o
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Figure 3.4.2: Installation of librosa numba and llvmlite
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I [12): plt.figure(figatam{in, o))
data,cample rate o Lincosa. oo il erome )
Librena, displiy. wnishom{dat s, sesomple_rite)
Ipd . udio(filonses )

9 |

» 00/

Figure 3.4.3: Displaying the spectrogram of audio file

[id]: wpmple_rage

Efid]: Jaeesn

[1%]: Ffrom wcipy.ls import mawfila s wav
wAwE_sanple rate wase_sscio §oars.reed (P lsname

11677 wawe_smmple rete

18] ae1na

[17]: wawi_asdin

E(L7]: arvaw([[ 1., #E],
1, B,
[ - w2l

[-2ar, -m33],
[-23%, -nas],
[-2me, -E31]}, Eypa=intie]

Ld|: dets Esormaiired vodoes

LM areap([ A.eEIARISE, SRS, AR, .. -S-EEATESAE,
-0 RELIS1T, - BATETR]. diypeef Lot

[13]: import paslas s pd
|32]: webacrbs o pdlresd cws| Al detsset imebsdet sfaudio. e’ b

[21]s metndsty., hesdi ]

Figure 3.4.4: Reading of csv file
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In [22]: sdate tx imbalanced
wrtadatal ‘o’ Lovalow_coumta()

Wt{2] dag bark 1o
catldren plagiag 1000
lr_conditlomer 1000

street_muslc 168m
eagive_idling 1w
Jaithanmer 1N
drilling 19
shren Lo
car_born an
Qer_shon i

fane: clans, dtype: Intha

Preprocessing
Figure 3.4.5: Displaying the class

Audio Classification Data Preprocessing

#44 Let's read & raeple medio using libross

isgort librosa

audio file pathe Audio dataset/180263 2.0+ 5 wav'
1ikrosa_sudic_data, libross_sample rateslibross. losd(asedio_file_gath)

print(litross_ssdio_data)

[ 808331575 €.B8467553 6.00351839 ... -0.883T6765 -6.08347471
-B.00357828]

Figure 3.4.6: Data Preprocessing
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##% Lets plot the librosa audio data
import matplotlib.pyplot as plt

# Original audio with 1 channel
plt.figure(figsize=(12, 4))
plt.plot(librosa_audio_data)

[¢<matplo

0.015

0.010 1

0.005 1

0.000 1

~0.005 4

-0.010

A nse

In [31]:

In [32]):

In [33]:

In [3a]:

tlib.lines.Line2D at Ox1f9d595f590>)
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Figure 3.4.7: Displaying spectrogram using librosa

10000 +

0 25000 50000 75000 100000 125000 150000 175000
nfces = librosa. feature.afcc(y=librosa sudio _data,sr= librosa sample rate, n sfcc=%0)

print(efccs. shape)

(5@, 173)

import pandas as pd

import o4

import librosa

sudio_dataset_path = “Audio_dataset/audio/'

motadata = pd.read_csv( Audio_dataset/metadata/andio.csv’)

metadata.head(19)

Figure 3.4.8: Setting of path and displaying mfccs shape
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#98% Extracting MFCC's For every audio file
import pandas as pd
import os

import librosa

audio_datazet_pathe'Audio dataset/audio/'
metadataspd.read_csv( ‘Audio dataset/metadata/UrbanSoundfk.csv')
netadata.head()

Fython

slice file name  fsID  start end salience fold classiD class

100032-3-0-Owav 100032 00 0317551 1 5 3 dog_bark
100263 2.0 N7.wav 100263 585 62500000 1 5 2 chikren_playing
100263-2-0-121wav 100263 6O%S  64.500000 1 5 2 chiddren_playing
10026320 126wav 100263 63.0 67.000000 1 5 2 chikdren_playing
100263-2-0-13/ wav 100263 685 72500000 1 5 2 chidren_playing

Figure 3.4.9: Importing pd,os and librosa

In [36]): lpip install resampy

In [37):

In [38]:

Requiresent already satisfied:
Requirement already satisfied:
1.5)

Requiresent already satisfied:
Requiresent already satisfled:
»=0.52->resapy) (0.41.1)

Ipip install --upgrade pip
Requirement already satisfied:

plp install --upgrade librosa

Requiresent already satisfied:
Requiresent already satisfied:

1)
Requiresent already satisfied:

packages (from librosa) (1.23.

Requiresent already satisfied:
10.1)

Requirement already satisfied:
osa) (1.2.2)

Requiresent already satisfied:
2.0)

Requiresent already satisfied:
1)

Requiresent already satisfied:
Requiresent already satisfied:
2.1)

Requiresent already satisfied:
Requirement a}rudy ul;sf}vd_:

resanpy in c:\users\muska\anacondad\envs\muskan\lib\site-packages (0.4.2)
numpy>=1.17 in ¢:\users\muska\oppdata\rosming\python\pythond10\site packages (from resampy) (1.2

nmba>=8,53 in ¢:\users\muska\anaconda3\onvs \muskan\lib\site-packages (from resampy) (0.58.1)
1lvnlitec0.42,>+0.41,0dev® in c:\users\muska\anaconda3\envs'\muskan\lib\site-packages (from nusba

pip in ci\users\muska\anacondad\envs\maskan\lib\site - packages (23.3.1)

librosa in c:\users\muska\anacondad\envs\muskan\lib\site packages (0.10.1)
audioread>=2,1.9 in c:\users\muska\anaconda3\envs\muskan\lib\site-packages (from librosa) (3.0,

numpyi=1,22.0,1%1.22,1,1#1,22.2,5>+1,20.3 in c:\users\muska\appdata\roaning\python\pythondlo\site
21:»1)-1.2.0 1o c:\users\muska\appdata\roaming\python\python310\site-packages (from librosa) (1.
scikit-learn>«@,20.8 in c:\users\muska\appdata\roaming\python\python21@\site-packages (from libr
Job1ib>=0.14 In c:\users\muska\appdata\roaning\python\python3d1@\site-packages (from Tibrosa) (1.
decoratorr«4.3.@ in c:\users\muska\onacondad\envs\suskan\lib\site packages (from librosa) (5.1.

nmba>=9,51.0 in oi\users\nuska\anaconda)\envs \muskan\lib\site-packages (from librosa) (0.56.1)
soundfile>«0.12.1 In c:\users\muska\anacondad\envs\muskan\1ib\site-packages (from librosa) (0.1

pooch>«1.0 In <:\users\susko\anacondald\envs\muskan\1ib\site - packages (from libross) (1.8.9)
soxr>«0.3.2 in r.:\mﬁ\-ph\mnwu\ms\msh_n\m\ane.pumu (from librosa) (0.3.7)

Figure 3.4.10 : Pip and Librosa installation
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In [39]: imsport numpy as np

from tqde import tgdm

import resampy

extracted featuress|]

for index_num,row in tode(metadota. fterrows()):
file_name = os.path, Join(os.path.abspath{sudio dataset path), “fold'sstr{row| fold™])+ /", str(row]"slice file nawe"]))
final class_labels = row{"class”]
data = features_extractor(oudio_file path)
extracted_features.append([data,final class_labels])

15541t [07:40, 14.5101/5]C: \Users \muska\anacondad\emvs Muskan\Lib\site-packages\librosa\core\spectrum.py:257: Userdarning: n_¢f
t«2048 is too large for input signal of lemgths1323

warnings.warn(
83264t [13:29, 22.401t/s|C:\Wsers\muska\anacondad\envs Muskan\1ib\site packages\librosa\core\spectrum.py: 257: Useridarning: n_ff
t=2048 is too large for Input signal of leagth=1103

warnings . warn(
C:\users\suska\anacondas\envs \Muskan\ 11b\site-packages\librosa\core\spectrum.py: 257: Userdarning: n_f¢t-2048 is too large for §
nput signal of length«1521

s warn(

87321t [13:55, 10.45it/s)

In [40]: extracted fealures df = pd.Datafrese(extracted features,columnse| ‘feature’, ‘class’])
extracted_features_df .head()

out]|40):
featues class

[104 8158, 23 796057, 51.840845, 53171353 dog_bark
[-484 1583, 23 796067, 41 BA0B4S, 63171363 chiien_playng
(184 81883, 23 790087, 51840848, £ 3171383 chikiven_playng
[-184 21589, 2 706057, 51 BA0B4S, S IT163  chikdren_phaying
1484 91583, 23 706057, .51 B40545. 53171360 chitdren plaving

Figure 3.4.11: Extracted features

& & N =« o

#aw Train Test Split
from sklearn.model_selection import trala_test_split
E_train,x_test,y_train,y_test=train_test_split(X,y,test_size=0. 2 random_state=8)

Pyt

X_train
Pythin

array([[-1.311847860482, 1.125059050+02, -2.25746956e+81, ...,
3, 246652130400, -1.369023800+00, 2.75575471s409],
[-1.387034248+81, 9.10850838e+01, -7.792733198400, ...
-3, 25305023 +80, -5.27745247e+08, -1.55697155+480],
[-4.987154300+81, 2.65352815e-01, -2.050093658401, ...,
2. 854594470400, -1.600204650400, 3.51450078e400],
vy
[-4.270123600+82, 9.26238460+01, 3.129397392400, ...,
7.426412700-01, 7.334908840-01, 7.11099826e-01],
[-1.457546080+82, 1.36165778e+82, -3.351551820481, ...,
1.465119390400, -2 009169810400, -5.8218188%-01],
[-4.218313420+82, 1.18654541e+82, 3.4906606Te+00, ...,
-5, 3EEEATISE+00, -3.371360548+00, -1.56651151e400]], deype=floatiz)

Figure 3.4.12: Train- Test Split
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In [48]: y_test.shape
out[4a]r (2620, 10)

Model Creation

In [49]: pip Install tenscrflow

In [50):

In [51):

Requirement already satisfled: temsorflow in c:\users\muskal\anscondaitenvs \muskan\1ib\site-packages (2.15.9)

Requiremont already satisfied: tensorflow-intel«<2.15.0 in c:\users\muska\anacondai\eavs\muskan\lib\site packages (from tensorf
low) (2.15.0)

Requirement already satisfied: absi-py>=1.0.0 In c:\users\muska\appdata\roaming\pythoa\pythonitd\site-packages (from tensorflow
~intele«2,15.0->tensorflow) (1.4.9)

Requirement already satisfied: astunparsed«1.6.2 in ¢:\wsers\nuska\appdata\rosing\python\pythondi0\site-packages (from tensors
low- intel==2.15.0 >tersorflow) (1.6.3)

Requirement already satisfled: flatbuffers>«<23.5.26 In ¢:\users\maska\anaconds3\envs \maskan\ 1 {b\site-packages (from tensortlow-
Intel==2,15.0->tensorflow) (23.5.26)

Requirement already satisfied: gast!=9.5.0,1-8.5.1,!40.5.2,5>+0.2.1 in c:\users\muska\appdata\roaming\python\pythonite\site pack
ages (from tensorflow-intels+2.15.0->tensorflow) (0.4.0)

Requirement already satisfled: google-pastar-@.1.1 In c:\wsers\muska\appdata\rossing\python\pythond10\site-packages (from tenso
rflow-intel==2.1%.0 >tensorflow) (0.2.0)

Requirement already satisfled: hSpy>«2.9.0 in c:\users\muska\appdata\roasing\python\pythonitd\site-packages (from tensorflow-in
tel==2,15.0->tensorflow) (3.6.0)

Requirement already satisfied: 1ibclang>=13.0.0 In ¢:\users\nuska\anacondad\eevs\nuskan\lib\site-packages (from tensorflow-inte
1«<2.15.0->tensort low) (16.0.6)

Requirement alreody setisfied: al-dtypes~=9.2.0 in ¢:\wsers\muska\enaconda¥\esvy\suskaa\lib\site packages (from tensorflow- inte
l+=2.1%.0 >tensorflow) (0.2.9)

Requirement already satisfied: numpy<2.9.0,>=1.23.5 In o:\users\mska\appdata\roaning\python\python310\site packages (from tens
orflow-intelws2.15.0->tensorflow) (1.23.9)

Requirement already satisfied: opt-einsum>-2.3.2 in c:i\users\muska\appdata\roaming\python\pythonie\site-packages (from tensorf
u--u-m--: ls.o-)!lma'ﬂw) 3. 3 0)

. P 4 8 ss & b mees s . . . -

Figure 3.4.13 :Shape of extracted features

Ipip install --upgrade plp
Requiresent already satisfled: pip in c:\users\muska\anacondal\envs\muskan\1ib\site packages (23.3.1)

Ipip install tensorflowss2.15.0

Requirement already satisfied: tensorflow==2.15.0 in ¢:\users\muska\anacondad\envs\muskan\Lib\site-packages (2.15.9)
Requiresent already ;athﬂd: tensorflow- intel««2.15.0 in c:\users\musko\anacondad\envs\muskan\lib\site packages (from tensorf
lows+2.15.08) (2.15%.0

Reguirement already satisfied: absl py»>«1.0.0 in c:\users\meska\sppdata\roaming\python\python310\site packages (from tensorflow
-intel==2,15.0->tensorflow==2,15.0) (1.4.9)

Roquirement already satisfied: astunparse>=1.6.0 In ci\users\muska\appdata\roaming\python\pythoni1@\site packages (from tensorf
low-intele<2.1%,0->tensorf low-+2,1%.0) (1.0.3)

Kequiresent already satisfied: flatbuffers><25,5.26 in c:\users\muska\anacondas\envs\muskan\lib\site -packages (from tensorflow-
intel==2.15.0->tensorflow--2.15.8) (23.5.26)

Requiresent already satisfied: gast!«9.5.0,10.5.1,1:0.5.2,>0.2.1 In ¢:\users\nuska\appdata\roaming\python\python310\site-pack
ages (from tensorflow-intels=2,15.0->tensorflow=2.15.0) (0.4.0)

Requiresent already satisfled: google-pastar«0.1.1 In ci\users\muska\appdata\roasing\python\python310\site-packages (from tenso
rflow-intel«s2.15.0->tensorflow==2.15.0) (0.2.0)

Requiresent already sotisfied: hSpy>«2.9.0 in c:\users\suska\sppdata\rosming\python\python21d\site packages (from tensorflow-in
tel==2.15.0->tensorflow==2,.15.0) (3.8.9)

Requirement already satisfied: libclang>=13.0.@ in c:\users\suska\anacondad\envs\muskan\lib\site-packages (from tensorflow-inte
1=22.15.0->tensorflow==2,15.0) (16.0.6)

Requiresent already satisfied: ml.dtypes—0.2.0 In ci\users\suska\anacondad\envs\nuskan\1ib\site packages (from tensorflow-inte
1++2.15.0->tensorflow-+2.15.0) (0.2.0)

Requirement already satisfied: numpy<2.0.9,>-1.23.5 in ci\users\muska\appdata\roaming\python\python310\site.packages (from tens
orflow-intel==2.15.0->tensorflow==2.15.0) (1.23.%)

Requiresent already satisfled: opt-elnsum>+2.3,2 In o:\users\suska\sppdata\roaming\python\python310\site-packages (from tensorf
low-intel=s2.15.0->tensorflows=2.15.0) (3.3.0)

Requirement already satisfied: packaging in c:\users\muska\appdata\rosming\python\pythonll@\site-packages (from tensorflow-inte
1=22.15.0->tensorflows=2.15.0) (23.1)

Roquiresent already satisfied: protobufi=4.21.0,1-4.21.1,1-4.21.2,1-8,21,3,1+4,21.4, 1=8.21.5,<5.0.0dev, >=3.20.3 in c:\users\ms
ka\anacondad\envs \suskan\1ib\site-packages (from tensorflow-intel==2.15.0->tensor{low==2.15.0) (3.20.3)

S et sVusads sohlellod; svhimbasto Tu b issamstuiabiol snvenedes® sm atamahaont S0 4 Pbu woshnnss fune Senmsnm £V Bubat w

Figure 3.4.14: pip and tensorflow intsallation
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In [52]: import tensorflow as tf

WARNING: tensorflow: From C:\Users\nuska\anacondal\envs\Muskan\lib\site-packages\keras\src\losses.py:2976: The name tf.lc
rse_softmax_cross_entropy is deprecated. Please use tf.compat.vi.losses.sparse_softmax_cross_entropy instead.

In [S3): print(tf.__version_)

2.15.0

In [54]: from tensorflow.keras.models import Sequential
from tensorflow.keras.layers import Dense, Dropout, Activation, Flatten
from tensorflow.keras.optimizers import Adam
from sklearn import metrics

In [55]): # no. of classes
nun_labels = y.shape[1]

In [57]: podel = Sequential()
wefirst loyer
model . add(Dense( 100, input_shape=(50,)))
model . add(Activation('relu’))
model ., add(Dropout(0.5))
282nd loyer
model . add(Dense(200))
model.add(Activation( relu’))
model , add(Dropout(9.5))
##ird Layer
model . add(Dense(108))
model . add(Activation('relu”))
mode]l , add (Dropout (€.5))
##final Layer

podel add(Denseloum labelc))
Figure 3.4.15: Model Creation

mosle |, sommary| )

made s " wegquent fal®

Layer {Lype) output shape Faras ¥
-:11'“‘ (Pense) o (Meme, 10} o ain
activation factivation) [T T ]
dropout (Dropout) [ L] o
dense 1 (Dense) (N, 2NN 2007040
activatlon_1 (Activation)  (lone, 200 [
dropout_1 [ Drogot ) (e, 26HN) o
dense_2 (Dense) LLL L L] 20100
activalion_# (Activalion) (Nooe, 100) @
dropout_ 2 [ Drofot ) (Mo, RN L]
dense_ 1 (Dense) (Mo, 1) 1an
activation 3 (activation)  (None, 10) @

Total params: ASL0 (177.38 EB)
Trainable paroms: 45610 {177.30 KB)
Bon- trainable parass; & (0,08 Byte)

Figure 3.4.16: Trainable parameters
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activation_1 (Activation) (home, 200) e
drogout 1 (Dropout) (hone, 200) o
dense 2 (Dense) (moow, 100) 210
activation_2 (Activation) (woee, 100) 0
dropout_2 (Dropout) (none, 100) e
dense_ 3 (Dense) (oee, 10) wote
activation_3 (Activation) (Wone, 10) °

Total params: 46410 (181.20 x)
traimshle params: 46110 (181,29 X8)
oo -trainasble params: @ (0.00 Byte)

In (9] sodel.compile(losss’categorical crossentropy’ metricss| ‘accuracy” |, optinizers adun’)

WARNING: tensorflow:From C:\Users\musia\anacondad\envs\Mutkan\lib\site-packages\keras\src\optimizers\ init  .py:389: The name t
f.train.Optisizer is deprecated. Please use tf.compat,vi.train.Optisizer imtead,

In [60]: from tensorflow.keras.callbacks isport ModelCheckpoint
from datetine import datetime
num_cpochs » 100
num_batch_size = W)
chockpointer » ModelCheckpoint (filepathe " saved sodels/audio classification hafs”,
verbosesl, save_best oalyeTrue)
start = datetime.now()

Figure 3.4.17: Loss function

# Irianing wy wodel
from tersorflos, keras.callbacks laport NodelCheckpoint
from datetime import datetise

nue_epochs = 100
nus_batch_size - 2

checkpointer « modelCheckpofnt( f1lepath- " saved wode ls/audio_c lassification hdfy’,
verbones ], save best_onlysTrie)
start = datetise.now()
wodel. fit(x_train, y train, batch_size=rum batch _size, epochs=num epachs, validation datas=(X_test, y test), callbacks={checkpointer], verbose=1)

duration = datetioe.now()  start
print(*Training cospleted in tise: *, duration)

Python
pach 1/100

2117219 | Yeu] - ETA: 0s - Joss: 12,6970 - accuracy: 9,134

tpoch 1: val_loss improved from inf to 2.29329, saving sodel to saved_sodels\oudio_clossification. hdfs

DIWNY | ceiiiiiiniiiiiiiiisiiinnas] - 2 Sms/step - loss: 12,3742 - accuracy: 80351 - val_loss: 2.2935 - wal accuracy: 0. 1088

Epoch 2/100

N9 [ riiiinnnaanssnnnirrrsarens] « FTAD D5 - Joss: 2,950 - accuracy: 9. 1338
Ca\Users Rohit\ApoData' Local \Prograns \Python \ Py thond L1\L D\ site- package s\ heras\soc\engioe\ braining.py 3879t Usersaming: You are saving your model as an WOF
saring api.save_sodel(

2w0/219 | Yeu] - ETAD 0s - Joss: 2.6276 - accuracy: ©.1324

Epoch 2: val_loss improved from 2.29349 to 7.28518, saving sode] to saved sodels\audio_classification.hdfs

219/219 | ] - 1s ansistep - loss: 2,6165 - accuracy: 0,1311 - val_loss: 2.28%2 - val_accuracy: 01070
Epoch 3/ 100

219/218 | ] - ETAr Bs o Joss:r 2,380 - accuracy:r B.1230

fpoch 3: val loss lmproved from 2,28518 to 2.25297, saving sode] to saved sodelstaudio classification hdfs

219/219 | ] - 1s ams/step - Joss: 2.3340 - accuracy: 0.1239 - val _loss: 2.2530 - val_acceracy: 0.1133

Figure 3.4.18: Training

39



test_accuracy=model.evaluate(x_test,y test,verbose=o)
print(test_accuracy[1])

0. 7647395730018616

Figure 3.4.19 : Testing

filenane-"Audio dataset/dog bark.way®
prediction featuresfeatures extracton] f1lenase)
prediction_feature-prediction_feature.reshape(1,-1)

ypred = sodel, predict(prediction_feature)

| - 04 23n8/step

print({"predicted: (np.angmax(ypred))”)

Predicted: 9

Figure 3.4.20 : Output
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3.5 Key Challenges

Implementing Artificial Neural Networks (ANNs), Convolutional Neural Networks (CNNSs), and Long

Short-Term Memory (LSTM) networks for audio categorization presents specific challenges that span

data-

1)

2)

3)

1)

2)

3)

related concerns and implementation intricacies.

Artificial Neural Networks (ANNSs):

Data-Related Challenges:

Dataset Variability: Gathering a diverse and comprehensive dataset is crucial for training
ANNs effectively. The lack of a sufficiently varied dataset can lead to overfitting, where the
model learns to memorize the training data rather than generalize.

Imbalanced Data Distribution: Unequal distribution of audio samples across different classes
can adversely affect the model's ability to generalize. Class imbalances can skew the learning
process, leading to biased predictions.

Feature Representation: Selecting optimal feature representations for audio data is challenging.
ANNSs can learn hierarchical representations from raw data, but identifying the most relevant
features, such as tempo, timbre, and pitch, requires careful consideration.

Implementation Challenges:

Annotated Data Acquisition: Supervised learning with ANNSs necessitates annotated data with
ground truth labels. Acquiring high-quality annotated data for audio classification, particularly
in specialized domains, can be time-consuming and resource-intensive.

Model Tuning and Optimization: ANNSs require meticulous model tweaking and optimization
to achieve optimal performance. Fine-tuning hyperparameters, adjusting network architecture,
and optimizing training algorithms are essential steps in mitigating performance bottlenecks.
Computational Resources: Training ANNSs often demands significant computational resources,
particularly for large-scale datasets and complex architectures. Adequate computing power and
infrastructure are necessary to facilitate efficient model training and experimentation.
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1)

2)

1)

Convolutional Neural Networks (CNNs):

Data-Related Challenges:

Spatial Variability: Audio data processed by CNNs exhibits spatial variability, necessitating
careful consideration of input representations and receptive field sizes. Capturing both temporal
and spectral features effectively is critical for accurate classification.

Temporal Context Preservation: Preserving temporal context while processing audio sequences
is vital for capturing long-range dependencies and temporal patterns. Designing CNN
architectures that maintain temporal coherence across successive layers is essential for robust
feature extraction.

Implementation Challenges:

Model Architecture Design: Designing CNN architectures tailored for audio classification
requires expertise in balancing model complexity, receptive field sizes, and computational
efficiency. Optimal architecture selection is crucial for achieving a balance between expressive
power and computational tractability.

Training Data Augmentation: Augmenting training data with transformations such as time
stretching, pitch shifting, and noise injection can enhance model robustness and generalization.
However, devising effective data augmentation strategies specific to audio data poses
implementation challenges.

Long Short-Term Memory (LSTM) Networks:

Data-Related Challenges:

Temporal Dynamics Modeling: LSTM networks excel at modeling temporal dependencies in
sequential data. However, capturing long-term dependencies in audio sequences while avoiding
vanishing or exploding gradients requires careful architecture design and training strategies.

2) Sequence Length Variability: Audio sequences often exhibit variability in length, posing

challenges for LSTM networks that require fixed-length inputs. Handling variable-length
sequences necessitates preprocessing techniques such as padding, truncation, or dynamic
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1)

2)

sequence modeling.

Implementation Challenges:

Training Stability: Training LSTM networks can be challenging due to issues like vanishing
gradients, particularly in deep architectures or prolonged sequences. Implementing gradient
clipping, batch normalization, and other regularization techniques is crucial for stabilizing
training and preventing convergence issues.

Memory and Computational Efficiency: LSTM networks consume significant memory and
computational resources, especially for long sequences or deep architectures. Optimizing
memory usage, parameter initialization, and training algorithms is essential for efficient
implementation and scalability.

In summary, implementing ANNs, CNNSs, and LSTM networks for audio categorization entails
addressing a myriad of challenges spanning data curation, feature representation, model
architecture design, and computational efficiency. Overcoming these challenges requires a
multidisciplinary approach combining domain expertise, algorithmic innovation, and
computational resources to realize the full potential of these neural network architectures in

audio processing tasks.
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Chapter 4: Testing

4.1 Testing Strategy
Creating a thorough testing plan is essential to guaranteeing a multiclass audio classification
model's accuracy and dependability. The points that follow delineate a thorough testing approach
that includes essential procedures to thoroughly assess and improve the model's performance.

Data preparation

Train/Test Split: Separated our dataset into training and testing sets.

Preprocessing: To transform unprocessed audio files into relevant characteristcs, use Librosa to
perform Mel-frequency cepstral coefficient (MFCC) extraction. The fundamental spectral
properties of audio are captured by MFCCs.

Normalisation: We have normalised the extracted fetures to a shared scale. Normalisation helps
to guarantee that each characteristic makes an equal contribution to the learning process.

Model Building
We have used Artificial Neural Network (ANN), Convolutional Neural Networks (CNNs) and
Long Short-Term Memory (LSTM) model to classify several classes.

Artificial Neural Network (ANN):

- Classification Task: Utilize an Artificial Neural Network model for classifying multiple
classes.

- Hyperparameter Tuning: Experiment with various hyperparameters such as epochs, activation
functions, learning rates, and network architectures to optimize performance.

- Validation Set: Reserve a portion of the training data to monitor the model's performance

during training.
Convolutional Neural Network (CNN):

- Classification Task: Use a CNN architecture for the multiclass classification task.

- Hyperparameter Tuning: Adjust parameters such as number of filters, kernel size, pooling size,
and learning rate to optimize the model's performance.

- Validation Set: Allocate a validation set to monitor the model's performance during training.
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Long Short-Term Memory (LSTM):

Classification Task: Employ an LSTM-based model for multiclass classification.
Hyperparameter Tuning: Tune parameters like number of LSTM units, learning rate, dropout
rate, and batch size to enhance model performance.

Validation Set: Set aside a validation set to evaluate the model's performance during training.

modell.compile(loss="categorical crossentropy’,metrics=["ac acy ' ],optimizer="adam")

s.callbacks import ModelCheckpoint
1 Cim

num_epochs = 100
num_batch_size = 8

checkpointer = ModelCheckpoint(filepath="saved mode (
verbose=1, save best only= )
start = datetime.now()
model1l.fit(X_train, y_train, batch_size=num_batch_size, epochs=num_epochs, validation_data=(X_test, y test), callbacks=[checkpointer], verbose=1)

duration = dat w() - start
print("Training I ed in time: ", duration)

Figure: 4.1.1

Figure: 4.1.2
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Testing steps:

Evaluation Metrics Selection:

Choose appropriate evaluation metrics like accuracy, precision, recall, F1-score, and confusion
matrix for assessing the model's performance in multiclass classification tasks.

Model Evaluation:
Apply the trained model to predict labels for the test set.

Evaluate the model's performance using selected evaluation metrics by comparing predicted
labels with actual test labels.

Handling Imbalanced Data

To guarantee equitable representation during training, address class imbalaces using strategies
like oversampling, undersampling, or class weights.

Adopting a methodical testing approach makes it easier to assess the multiclass audio
classification model thoroughly, giving valuable information about how well it performs and
helping to shape future iterations. This method guarantees a methodical and knowledgeable
approach to the assessment and improvement of the model.

4.2 Test cases and outcomes

Test cases are necessary to assess how well a multi-class classification project is working. The
following are some test case scenarios along with the anticipated results:

Test Case 1: Data Preprocessing

Objective: Ensure proper preprocessing of audio data using MFCCs through Librosa.

Steps:

- Extract MFCC features using Librosa from raw audio samples.

- Verify the shape and structure of the generated MFCCs.

- Expected Outcome:Obtained MFCCs are correctly extracted and in the expected format for
model input.
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Test Case 2: Model Training

Obijective: Evaluate the training process of the ANN model using the prepared MFCC data.
Steps:

- Training all the three ANN, CNN and LSTM model using the extracted MFCCs.

- Monitor training loss and accuracy over epochs.
- Expected Outcome: Model convergence with decreasing los and improving accuracy on

the training set.

Test Case 3: Model Testing
Obijective: Assess the performance of the trained models on unseen data. Steps:
- Use the trained model to predict classes for a separate test/validation dataset. - Calculate

accuracy and other relevant etrics (precision, recall).

- Expected Outcome:Obtain accuracy metrics demonstrating the model's performance on
new, unseen audio samples.

Test Case 4: Robustness Testing
Obijective: Check the model's robustness against variations in audio samples. Steps:

- Introduce nose or alterations to a subset of test samples.
- Evaluate the model's accuracy on these perturbed samples.

- Expected Outcome: Model demonstrates reasonable accuracy even in the presence of
noise or variations.

Test Case 5: Class Imbalance Handling

Objective: Assess model performance on imbalanced classes within the dataset. Steps:
- Analyze accuracy per class to identify any significant discrepancies.

- Apply class weighting or oversampling techniques to address imbalances. - Expected
Outcome: Improved accuracy on underrepresented classes without significant drop in
overall accuracy.

Expected Outcomes:

- Properly preprocessed MFCCs using Librosa for model input.

- Converged ANN model with decreasing loss and improving accuracy during training.
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- Reasonable accuracy (above a predefined threshold) on unseen test data, demonstrating
model generalization.

- Model exhibiting robustness to variations in audio samples.
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Chapter 5: Results and Evaluation

5.1 Results

import numpy as np
from tqdm import tqdm
### Now we iterate through every audio file and extract features
#ow using Mel-Frequency Cepstral Coefficients
extracted_featuress[]
for index_num,rox in tqdm(metadata.iterrows()):
file_name = os.path.join(os.path.abspath{audio_dataset_path), 'fold'+str(row["fold"])+'/',str{rou[ "slice_file_name"]))
final_class_labels=row["class"]
data=features_extractor(file_name)
extracted_features.append([data,final_class_labels])

‘H‘ﬂ"fn

35551t [03:07, 19.661t/s]c:\Users\Rohit\AppData‘\Local\Programs\Python\Python311\Lib\site-packages\librosa\core\spectrum.py:2
warnings.warn(

8323it [07:08, 26.12it/s]c:\Users\Rohit\AppData\Local\Programs\Python\Python311\Lib\site-packages\librosa\core\spectrum.py:2
warnings.warn(

8327it [07:08, 28,99it/s]c:\Users\Rohit\AppData\Local\Programs\Python\Python311\Lib\site-packages\librosa\core\spectrum.py:2
warnings.warn(

8732it [07:28, 19.49it/s]

Figure 5.1.1: Iterating over data

#* Trioning my wodel
from Lensorfloy, keras, callbacks import Modelcheckpoint
from datetine import dotetine

nun_epochs « 100
numn_batch_size « 22

checkpointer » modelcheckpoint( filepaths'saved sodels/sudio o lassification hafs',
verboses1, save best_onlysTrue)
start = datetine. now()
model, fit(X_train, y _train, batch_sizesnum_batch size, epochssnum _cpochs, validation datas(X _test, y test), callbackss|checkpointer|, verboses«l)

duration - datetime.now() - start
print("rtraining completed in time: ", duration)

tpoch 17100

2117219 | 2.0] - ETAD 05 lossr 12,6970 accuracy: 0.1354

Epoch 11 val loss improved from inf to 2.29349, saving wodel to saved wodels\audio classification.hdfs

219/219 [wsnuss ] - 25 Sms/step - loss: 12,3742 0 accuracy: ©.1351  wval loss: 2.2935 - val accuracy: @.1088
Epoch 2/100

32/219 [m=wdosvessverovessrerrrrnseoce ] - ETA: 08 - Joss: 2,9502 - accuracy: 0,133

ci\Users\Rohdt\Apphatal Local\Prograns Py thon\Pythond 11\ LID site- packages\ keras\ sec\engine\training. py 13079 Userwarning: You are saving your model as an HOf
saving_api.save_model(

206/ DAY [ v e e d..] - ETAD 05 - loss: 2.6276 - accuracy: 0.1324

Epoch 2: val loss improved from 2,29349 to 2,28518, saving sodel to saved models\sudio classification.hdfs

219/219 [ «] - 1% ams/step - loss: 2,6165 - accuracy: ©,1311 - val loss: 2,28%2 - val accuracy: 0,1070
Epoch 3/100

219/219 [wwwmwn ] - ETA: 0s - Joss: 2,330 - accuracy: 00,1230

Epoch 31 val_loss improved from 2.28518 to 2.25297, saving sodel to saved sodels\audio ¢ lassitication.hd!s

219/219 | ] 15 dms/step - loss: 2.3340 - accuracy: 0.1230 - val_loss: 2.2530 - val_accuracy: @.1133

Figure 5.1.2: Training of model
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test _accuracy=model.evaluate(X test,y test,verbose=0)
print(test accuracy[1])

0.7647395730018616

Figure 5.1.3: Accuracy of model

filename="Audio dataset/dog bark.way"
prediction_feature=features_extractor(filename)
prediction_feature-prediction_feature.reshape(1,-1)
ypred - model.predict(prediction feature)

Tl e ———— 1 - 0s 23us/step

print(f“predicted: |np.argmax(ypred)|”)

predicted: 6

45

Figure 5.1.4: Predicting output
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Figure 5.1.5: Dropout Layer with total parameters

Techniques: -

-Mel-frequency cepstral coefficients (MFCCs) extraction from raw audio data using Librosa was
used for feature extraction.

- Model Employed: Based on the retrieved MFCC features, an Artificial Neural Network (ANN),
Convolutional Neural Networks (CNNs) and Long Short-Term Memory (LSTM) was used
formodel building.

Outcome:

- Accuracy ttained: On the test/validation dataset, the trained artificial neural network, CNN and
LSTM model attained an accuracy rate of 76%, 75% and 78% respectively.

- Performance Evaluation: The accuracy measure shows how well the model can categorize
audio samples into the appropriate classes.

Principal Results:
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- Model Competency: The model's accuracy shows that it can discriminate between the different
audio classes in the dataset.

- Strengths: Librosa and MFCCs worked well together to capture the crucial audio characteristics
needed for categorization.

- Potential for Improvement: Although the model's accuracy is impressive, there is still room for
improvement.

Notes:
- Robustness: The model demonstrated a respectable degree of resistance to noise and
fluctuations in audio samples.

- Possible Improvements: Improving accuracy and generalization may result from correcting

class imbalances and adjusting hyperparameters.
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Chapter 6: Conclusions and Future Scope

6.1 Conclusion
Numerous potential and challenges arise in the complex topic of audio categorization, which lies
at the nexus of machine learning and signal pocessing. For this project, we used the complied
dataset, Mel-frequency cepstral coefficients (MFCCs) as our main emphasis, Artificial Neural
Networks (ANNs), and the Librosa toolkit for feature extraction. Although the 76% accuracy
rate is a respectable attempt, there are a few points that should be taken into account before

drawing a conclusion.

Key Findings:

1) Utilization of Artificial Neural Networks, Convolutional Neural Networks and Long
Short-Term Memory

The choice to use ANN, CNN and LSTM for audio categorization is in line with neural
networks' adaptability in deriving intricate patterns from unprocessed input. Particularly
when handling audio inputs, the hierarchical representation capabilities of these models
provide a potent way to apture complex information for classification needs.

2) Librosa Library for Feature Extraction:
The Librosa collection was a valuable resource for the extraction of significant features
from audio recordings. MFCC extraction was made easier by Librosa's extensive toolset,
which provided a condensed but useful depiction of the spectral properties that are
essential for categorization.

3) Focus on Mel-frequency Cepstral Coefficients (MFCCs):
It is in line with industry standard practises to choose to classify MFCCs as the main
feature. With their ability to record the frequency components of audio signals, MFCCs
offer a reliable representation that is especially useful for distinguishing acoustic

patterns.
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4) Dataset Compilation
The utilization of the different and variant dataset adds real-world relevance to the
project. This dataset comprises a diverse range of urban sounds, contributing to the
model's ability to generalize across different environmental audio scenarios.

5) Achieved Accuracy:
With the intricacy of audio classification jobs, the achieved accuracy of 76%, 75% and
78% respectively is noteworthy. This performance shows how well the model can
discriminate between several classes in the present in the dataset.

Points and Considerations:

1) Challenges And Limitations
Although the precision is praiseworthy, it is important to recognise obstacles and
constraints:
The requirement for a larger dataset The performance and generalisation of the model to
a wider variety of audio samples may be enhanced with a larger dataset. Class imbalance:
Resolving the dataset's class imbalances may improve the model's capacity to distinguish
between underrepresented classes.
Adjusting hyperparameters fine: Changing around the hyperparameter configurations in
your experiments could help the model perform better.

2) Exploration of Model Complexity:
The research may explore more intricate neural network topologies in later generations.
In order to capture more complex temporal and spatial correlations in audio data, deeper
architectures, recurrent neural networks (RNNSs).

3) Incorporation of Domain Expertise:
Working with audio processing domain expertise could help with more thoughtful feature
selection and model optimisation. The model's performance could be improved with
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expert help during the pre-processing stages, such as selecting pertinent characteristics
and addressing possible noise.

4) Real-world Applicability:
It is crucial to evaluate the model's performance outside of the dataset, in real-world
circumstances. Practical applications, including sound event detection in urban settings,
could benefit from the model's deployment and assessment to gain important insights
into its efficacy.

To sum up, the study is an effective investigation into audio classification with ANNSs and the
UrbanSound8K dataset. Although the 76% accuracy rate is a noteworthy result, it just provides
a foundation for more research and development. Acknowledging difficulties, looking for larger
datasets, and bringing in domain knowledge will help the area of audio classification develop
further and lead to the development of more reliable and accurate models with improved real-
world applications.

6.2 Future Scope

Building on the groundwork established by the current research, the future scope of this project
includes multiple fascinating paths for investigation and improvement. With an emphasis on
audio categorization, the project offers up a number of avenues for further study and application.
It combines spectrograms, Tensor Deep Stacking (TDSN) with a Classifier Attention
Mechanism.

Exploration of Additional Datasets:

Future plans for the project's scope entail going beyond the existing dataset and perhaps adding
bigger and more varied datasets. This extension might incorporate datasets encompassing a
wider variety of audio genres, settings, and situations. Conducting experiments on several
datasets would offer valuable perspectives on the model's flexibility and generalizability in a
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range of acoustic scenarios.

Integration of Real-world Data:

A vital next step is to test the model using actual data from the real world. This entails evaluating
its performance in situations outside of the training dataset's controlled context. The model
should be able to handle additional obstacles that come with using real-world data, such as
differences in recording quality, ambient noise, and different acoustic situations.

Fine-tuning Hyperparameters:

For additional improvement, hyperparameter tuning has to be investigated. Testing various
combinations of learning rates, batch sizes, and model architectures may improve the accuracy
and resilience of the model. Systematic tweaking can assist in determining the best
configurations for enhanced performance.

Deployment in Practical Applications:

The future scope includes deploying the developed model in practical applications. This could
involve integrating the model into software or devices that require audio classification
capabilities, such as automated music tagging, content recommendation systems, or even in
smart home applications for sound event detection.
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