Live Image Caption Generator Application

A major project report submitted in partial fulfilment of the requirement for

the award of degree of

Bachelor of Technology
in

Computer Science & Engineering

Submitted by
Anmol Bansal (201274)
Yashvardhan Singh (201457)

Under the guidance & supervision of

Dr. Nishant Sharma

Department of Computer Science & Engineering and
Information Technology,
Jaypee University of Information Technology,

Waknaghat, 173234, H.P.



Certificate

This is to certify that the work which is being presented in the project report titled “Live Image
Caption Generator Application” in partial fulfilment of the requirements for the award of the
degree of B.Tech in Computer Science And Engineering and submitted to the Department of
Computer Science And Engineering, Jaypee University of Information Technology, Waknaghat
is an authentic record of work carried out by “Anmol Bansal (201274) Yashvardhan Singh
(201457).” during the period from August 2023 to May 2024 under the supervision of Dr. Nishant
Sharma, Department of Computer Science and Engineering, Jaypee University of Information

Technology, Waknaghat.

Anmol Bansal Yashvardhan Singh
201274 201457

This is to certify that the above statement made by the candidate is true to the best of my

knowledge.

Supervisor Name: Dr. Nishant Sharma
Designation: Assistant Professor (SG)

Department: Computer Science & Engineering and Information Technology Date:



Candidate’s Declaration

I hereby declare that the work presented in this report entitled ‘Live Image Caption Generator
Application’ in partial fulfillment of the requirements for the award of the degree of Bachelor of
Technology in Computer Science & Engineering submitted in the Department of Computer
Science & Engineering and Information Technology, Jaypee University of Information
Technology, Waknaghat is an authentic record of my own work carried out over a period from
August 2023 to May 2024 under the supervision of Dr. Nishant Sharma (Assistant Professor
(SG), Department of Computer Science & Engineering and Information Technology).

The matter embodied in the report has not been submitted for the award of any other degree or

diploma.
Anmol Bansal Yashvardhan Singh
201274 201457

This is to certify that the above statement made by the candidate is true to the best of my

knowledge.

Supervisor Name: Dr. Nishant Sharma
Designation: Assistant Professor (SG)

Department: Computer Science & Engineering and Information Technology Dated:

ii



Acknowledgment

Firstly, we express our heartiest thanks and gratefulness to almighty God for His divine blessing
makes it possible for us to complete the project work successfully.

We are really grateful and wish our profound indebtedness to Supervisor Dr. Nishant Sharma,
Assistant Professor (SG), Department of CSE, Jaypee University of Information Technology,
Wakhnaghat. Deep Knowledge & keen interest of our supervisor in the field of “Deep Learning”
to carry out this project. His endless patience, scholarly guidance, continual encouragement,
constant and energetic supervision, constructive criticism, valuable advice, reading many inferior
drafts and correcting them at all stage have made it possible to complete this project.

We would like to express our heartiest gratitude to Dr. Nishant Sharma, Department of CSE, for
their kind help to finish my project.

We would also generously welcome each one of those individuals who have helped us straight
forwardly or in a roundabout way in making this project a win. In this unique situation, we might
want to thank the various staff individuals, both educating and non-instructing, which have

developed their convenient help and facilitated our undertaking.

Finally, we must acknowledge with due respect the constant support and patience of our parents.

Anmol Bansal (201274)
Yashvardhan Singh (201457)

il



TABLE OF CONTENTS

CERTIFICATE i
CANDIDATE’S DECLARATION ii
ACKNOWLEDGEMENT iii
TABLE OF CONTENTS iv-v
LIST OF ABBREVIATIONS vi
LIST OF FIGURES vii
ABSTRACT ix
1 INTRODUCTION ..ccoiiiiiiiiinnnnnnicsssssnsssnecsssssssssssssssssssssssssssssssssssssssssssssssss 1-6
1.1 INErOAUCTION .ottt ettt ettt et e st e e eseeeeneeas 1-2
1.2 Problem Statement ...........c.coeerierierieiieeiesiieie sttt sttt 2-3
1.3 OBJECHIVES ..ttt ettt ettt ettt et sttt et sbe et s sbeeaeeanens 3
1.4 Significance and motivation of the project report ..........coceveeveecieneenenicneenennne. 3-5
1.5 Organization of ProjJect TEPOTIt......ccuiruiirieriiriieieeieet ettt 5-6
2 LITERATURE SURVEY ...iiiiiiiiicsnnnnicccsssnnnnicsssssssssssssssssssssssssssnss 7-17
2.1 Overview of relevant [IEerature ............ccocueeiuieiiiieiiieiieeie e 7
2.1.1 INErOUCLION ...ttt sttt 7
2.1.2 A summary of the relevant papers ..........coceeeeveevienienenicnicneeieeee 7-15
2.2 Key gaps 1N the TEeTature ........oeecveeeeiieiiiieeiie et 15-17
3 System DevelOPMmENt .......ccoeeiicivcnniinicnnicsssnsrccsssnsicssssssecssssssssssssessssnss 17-44
3.1 Requirements and ANALYSIS .....cccceecuierieriiieniieeiieiie ettt 17-18
3.2 Project Design and ArChiteCture ..........ccocuveeiiiieeiieecie e 18-25
3.3 Data Preparation. .. .....ccceeecueeeiiieeiieeeieeeieeeeee e et e e et e e e e e eseseesssaeeeenseesnneeens 25-26
RT3 030 0] (5300153 017 1510 ) RSP PRSRRPR 26-42
3.5 KeY CRalleNEES ....cocuviiiiiieiiieiieiie ettt ettt e 43-44

v



B TESHING ..uceeveerereerereereseeresassesesesssssesesessssssssesessssssssesessssssssesesessssssssesessssssssesessssssnses 45-48

4.1 TeSHNG SIALEEZY ..evveeeerireerieeiiieesieeertee ettt e e steeeseeeesseeesseeessseeesseeesseessaeenns 45-47

4.2 Test Cases and OULCOIMES ...oooveeeeeeeeeeeeeeee e 48

5 Results and Evaluation 49-53
5.1 RESUILS ettt eeeeee s eeeeeeeeeneneeeeeneeenesenenenenennnene 49-53

6 Conclusions and Future Scope 54

0.1 CONCIUSION et e e e e e e e et e e e e e e e e e e e eeaaeeeeeeeaaeans 54
REFERENCES. ... eeteetetieesesesesesesessssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssssss 55-56

APPENDIX ..ocoiniiiiiiniientinsinnsannsnesssessssssssssssnessssesssssssssssassssssssssssasssssssssssssssssssssssssssssssssssasss 57



List of figures

S. No. Title Page No.
1. Fig. 3.2.1 Lstm Model Architecture 21
2. Fig. 3.2.2 Lstm Forget Gate 22
3. Fig. 3.2.3 Lstm Input Gate 23
4. Fig. 3.2.4 Lstm Forget & Input Gate 23
5. Fig. 3.2.5 Lstm Output Gate 24
6. Fig. 3.2.6 Cnn Model Architecture 24
7. Fig. 3.2.7 Vgg16 Model Architecture 26
8. Fig. 3.2.8 Rnn Model Architecture 26
0. Fig. 3.4.1 Load Data 30
10. Fig. 3.4.2 Show Data 32
11. Fig. 3.4.3 Clean the data 33
12. Fig. 3.4.4 Prepare the data 34
13. Fig. 3.4.5 Load Vggl6 Model 36
14. Fig. 3.4.6 Encode Text Data 36
15. Fig. 3.4.7 Generate Output 37
16. Fig. 3.4.8 Define Model 38
17. Fig. 3.4.9 Building Lstm Model 40
18. Fig. 3.4.10 Fit Model 41
19. Fig. 3.4.11 Evaluate Model 42
20. Fig. 3.4.12 Image Generation 44
21. Fig. 3.4.13 Model Workflow 45
22. Fig. 3.4.14 Generalized Model 45
23. Fig. 5.2.1 Frontend Application 54

vi




24. Fig. 5.2.2 Working 54

Abstract

This paper presents a comprehensive approach to image captioning, leveraging the synergies of
deep learning models and mobile-based technologies. The proposed system integrates the powerful
VGG16 convolutional neural network (CNN) for image feature extraction with a Long Short-Term
Memory (LSTM) model for sequential language generation. The model is trained on the popular
Flickr 8K dataset, which comprises diverse images paired with corresponding captions, ensuring

robustness and generalization.

The core of the image captioning pipeline involves utilizing the VGG16 model to extract high-
level features from input images, followed by feeding these features into an LSTM network to
generate coherent and contextually relevant captions. The LSTM's ability to capture long-term

dependencies in sequential data enhances the linguistic richness of the generated captions.

Furthermore, the system is equipped with a user-friendly mobile application interface, providing
an intuitive platform for users to interact with the live image captioning model. The backend is
powered by Flask, a lightweight Python web framework, enabling seamless communication

between the user interface and the caption generation system.

The integration of these components results in a versatile and accessible image captioning
solution. Users can capture images through the mobile application, triggering the backend
processing that utilizes the VGG16-LSTM model to generate descriptive captions in real-time.
The generated captions are then presented to the user through the mobile application interface,

creating a cohesive end-to-end experience.

Experimental results demonstrate the effectiveness of the proposed system in producing accurate
and contextually relevant captions for a diverse range of images. The user-friendly mobile
application enhances the accessibility of the image captioning model, making it a valuable tool for
various applications, including content indexing, accessibility enhancement, and interactive media

experiences.

vii



CHAPTER 1: INTRODUCTION

1.1 INTRODUCTION

The combination of Convolutional Neural Networks (CNNs) and Recurrent Neural Networks
(RNNs) has been revolutionary in computer vision and natural language processing. The image
caption generator is an amazing tool developed to fill the void in describing something only seen

but not heard.

A huge upsurge in digital imagery has raised the need for smart systems that can “read” and
understand pictures. The focus of this project is using the strengths of convolutional neural
networks (CNN) and sequence learning via recurrent neural networks (RNN) to create a strong
model. This model will not only identify complex patterns in images, but it will also generate an

understandable caption that is described in the mobile application live.

CNNs have great power in detecting even finer image elements and hierarchical structure of an
image. We integrate CNNs in our model, so that it recognizes important objects, shapes, and even
contextual clues leading to total scene description. The first step creates the basis for subsequent

description or title.

RNNSs can be considered a perfect complementary technology to CNNSs as it excels at processing
sequential (and contextual) dependencies of input data. In image captioning, RNNs help transform
the abstract high-level descriptions captured by CNNs to meaningful and relevant sentences. The
temporality property of the RNN allows for a fine-grained modeling of relations among features

in an image, ensuring semantically relevant caption generation.

The project is more than just about developing a competent Image Caption Generator. Additionally,
as we explore the architecture, training methods, and different evaluation metrics involved, we
take a closer look at the ethical implications and possible applications of our project in various
domains including making content more accessible for people who are visually impaired or aiding

image database indexing.



Upon completion of this report, readers would have acquired in-depth knowledge on the complex
interconnection of CNNs and RNNs pertaining to image creation as well as the obstacles,

improvements, and ethics in developing the novel innovation.

1.2 PROBLEM STATEMENT

Recently, there is a need for automatic systems that can interpret image information in modern
computer vision and artificial intelligence fields. While there are some strides achieved in terms of
image recognition, an extremely large gap exists between visual perception and contextual
understanding. The project deals with the emerging issue in our society that requires smart creation
of an Image Caption Generator based on the combination of CNNs and RNNs for better

comprehension of the image content.

However, the main issue is related to how complicated the relationships among different objects in
a photo cannot be represented by the traditional image recognition-based system. CNNs are good
at feature extraction, but fail to capture the sequential information necessary for producing sensible
captions. However, RNNs well-known for processing sequential data encounter problems with

understanding of visual spatial relations and multi-layer hierarchy.

There is a realization that when it comes to the complexity of images, a holistic approach presents
the best solution. While today’s image recognition software can very well detect objects or patterns,
it 1s still unable to provide a contextual description. Despite these abilities, this limitation restricts
them to be applied in different areas, for instance, helping the blind to understand the environment

or creating indexing large image banks.

Additionally, with the growing number of digital imageries there is no way that people can annotate
them manually. An image caption generator facilitates this approach for quick uploading, as well
as making this data more available in multiple fields.

The present project shall tackle those problems directly through designing a combined CNN-RNN
model which exploits benefits of two neural network models. This would help us improve image

recognition systems and expand in areas like inventions, medical assistance technology as well as



content management, taking advantage of the existing gap in the natural languages processing

world and computer visions.

1.3 OBJECTIVES

The primary objectives of this project are to:

e Build a robust image caption generator which will combine CNN with RNN.

e Train the model using big image-caption datasets in order to make it generic enough for
various visual settings.

e Assess and tweak the model to improve captions with respect to quality, cohesion, and
adequacy.

e Investigate cutting-edge approaches for addressing typical issues associated with picture
captioning as they relate to rare or novel things and ensuring uniformity across extended

captions.

1.4 SIGNIFICANCE AND MOTIVATION OF THE PROJECT WORK

With the growing dominance of the Information Age and Visual Communication, the importance
of the implementation of Hybrid Model CNN-RNN Image Caption Generator is undeniable. This

project is motivated by the transformative potential of addressing the following key aspects:

Enhanced Accessibility for the Visually Impaired:

The project aims to contribute to accessibility by providing a tool that can generate descriptive
captions for images, aiding individuals with visual impairments in understanding and navigating
their surroundings. The technology has the potential to empower visually impaired individuals by

providing them with meaningful contextual information from the visual world.



Enriched Content Indexing:
Efficient content indexing is becoming increasingly important with the exponential expansion of

digital image repositories. An Image Caption Generator has the potential to assist in automatic
labeling of images with rich contextual descriptions that enhance search, retrieval, and organizing

visual data across several application areas from e-commerce to medicine.
Human-Machine Interaction and Communication:

An image caption generator is an illustrative tool that gives insight into enhanced human-machine
communication based on intelligence. Including visual understanding together with natural
languages will better develop connections between people and machines resulting in the

development of applications for virtual assistants, smart education, and interactional systems.
Innovation in Assistive Technology:

The project aligns with the scope of innovation in technology. By creating a tool that can
understand information and communicate it using language the Image Caption Generator has the
potential to open up new possibilities for improving assistive devices. It aims to make visual

content more accessible and easier to understand.
Applications in Domains;

The proposed model is versatile and can be used in domains. It can automatically describe content
on platforms and improve image accessibility on social media platforms. The Image Caption
Generator can also be helpful in content creation allowing users to easily generate captions for

their images.
Advancements in Computer Vision and Natural Language Processing;

The integration of Convolutional Neural Networks (CNNs) and Recurrent Neural Networks
(RNNs) represents a step in combining computer vision and natural language processing. This
project contributes to the evolving landscape of Al by demonstrating the potential of using network

architectures to tackle complex tasks pushing boundaries at the intersection of these fields.

Ethical Considerations and Responsible Al:



Considering the growing influence of Al, in our society it becomes crucial to address concerns.
This project focuses on examining and reducing biases in image captions aiming to foster the
creation of Al systems. By advocating for practices and transparency the project contributes to the
implementation of Al technologies. To summarize, this project holds significance as it has the
potential to make an impact on society by using advanced technology to improve accessibility,
encourage innovation and contribute to the ethical and responsible progression of artificial

intelligence.

1.5 ORGANIZATION OF PROJECT REPORT

The project is structured across several chapters, setting out with an introductory overview in
Chapter 1. This preliminary chapter encapsulates a concise advent to the subject being counted,
highlighting its relevance. It also delves into the articulation of the trouble assertion, the chosen

technique, and the overarching goals of the exam.

Moving on to Chapter 2, titled "Literature Survey," the focus shifts closer to an in depth review of
previous research inside the area. Emphasis is located on analyzing studies relating Machine

Learning techniques, Convolutional Neural Networks, and Recurrent Neural Networks.

Chapter three, detailed as "System Development," meticulously outlines the task's methodology.
This encompasses a detailed elucidation of the approaches involved, ranging from information
reception to model education and the following checking out phase. Additionally, this bankruptcy
undertakes an intensive discussion of the experimental processes hired and unveils the results

derived from the task.

The findings are then offered and dissected in Chapter 4, aptly titled "Testing." This bankruptcy
not most effective offers the results of the experiment but additionally engages in an in-depth
analysis of the consequences. A comparative exploration of various version configurations is

blanketed, losing light at the influence of diverse parameters at the accuracy of the models.

Chapter 5, "Results and Evaluation," expands on the assignment's effects with the aid of suggesting

that the inclusion of more parameters can increase the precision of water clarity assessment. The



financial disaster underscores the correlation between the form of parameters and the accuracy of

water top notch dedication.

Finally, Chapter 6, "Conclusion and Future Scope," serves as the concluding segment. It
consolidates the insights garnered during the mission and proposes avenues for future exploration.
This chapter additionally serves as the repository for all references, encompassing research studies,

actual-time values, algorithms, and different pertinent sources referred to throughout the mission.



CHAPTER 2: LITERATURE SURVEY

2.1 OVERVIEW OF RELEVANT LITERATURE

2.1.1 Image Captioning Based on Deep Neural Networks [1]

With the recent developments in deep learning, there has been an increasing interest in combining
computer vision and natural language processing over the last few years. The category includes
image captioning that involves training computers to understand the visible information in one or
more sentences. Object recognition and scene understanding complements the ability to assess
objects’ characteristics, relations, and conditions which are essential for producing high-level
picture semantics. However, captioning images remains a difficult and complicated issue in which
many researchers have made worthwhile progress. In this work, we primarilyDescribes three deep
neural network-based techniques for captioning images: CNN-based models, CNN-based models,
and framework-centered reinforcement based. Then, we present the best work from each of these
three approaches, explain the criteria for evaluation, and list the main advantages and
difficulties.Describes three deep neural network-based techniques for captioning images: CCTV

based on CNN, CCTV based on CNN.
2.1.2 Component based comparative analysis of each module in image captioning [2]|

Analyzing the results from the sequential models for the picture captioning modules showed that
the Bi-directional RNN performed slightly greater than the Vanilla RNN. That was due to the
training of skilled and interactively reflective context rich subtitle. A good impact evaluation of the
attention shows that the Vanilla-RNN pays attention to the part of the input word that is similar to
the word to be predicted hence performance. The second of these search modules determines the
degree of relatedness of results that are produced, and is more effective than the greedy search
module in this area. In terms of pre-trained glove and keras embedding, when the effect on
embedding was evaluated, pre-trained glove performed worse than keras embedding.Feature

extraction comparative analysis showed that in regards to features and picture captioning on vgg16,
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resnet50 The random uniform seed value clearly manifests the sequential information in the case

of the sequential model’s seeding techniques.

2.1.3 Deep Residual Learning for Image Recognition [3]

It is more problematic to train deeper neural networks. We present a residual learning approach for
training networks which are much deeper than networks used so far. We rather directly reformulate
the layers as learning residual functions relative to the inputs of the said layers. This study also
provides extensive empirical evidence that these residual networks could be optimised more easily
and that a substantial growth in depth enhances accuracy. We present extremely deep residual
networks with as many as 152 layers, while keeping model complexity low, on the ImageNet
benchmark. The error on the ImageNet test set comes in at just 3.57% for the respective ensemble
of these residual nets. In 2015, it was ranked first in the ILSVRC classification. We also offer
analysis of CIFAR-10 with layers 100 and 1000.

A lot of visual recognition problems call for depth of the representations. It has been reported from
previous exceptional depth representations that led to a demonstration of 28% relativism using the
COCO dataset for an object detection. Deep learning Residual Nets on which our ILSVRC
submissions are based. In our case, there was a participation in COCO 2015 contests™ {1} where
once again we won. The focus is made on detection and segmen-tation tasks for ImageNet

localization. Localization, segmentation, detection, and the ImageNet. Foot

2.1.4 Image Caption Generator using CNN-LSTM Model [4]

Generating captions for images has remained a highly demanding issue over the years.Many
researchers have attempted this complicated endeavour involving computer vision coupled with
natural language processing. The process called image captioning is highly complex and Deep
Learning models are able to undertake it. This survey paper aims to provide an exhaustive review
of the different image captioning methods utilized so far. We discus on the framework of different
models as well as their efficiencies, benefits and drawbacks. Also, this paper has described the

common datasets and the performance evaluation measurements for image captioning models.

2.1.5 Automatic image captioning [5]
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This paper focused on the issue of automatic image captioning and described new approaches
(Corr, Cos, SvdCorr and SvdCos), which are always superior to the state-of-the-art approach EM
(+45%) in the accuracy of captions. In particular, they ran extensive experiments in ten different
images with a variety of image content styles and evaluated all feasible combinations of the
proposed methodologies for enhancing captions’ accuracy. A proposed uniqueness weighting
scheme on terms and blob-tokens increases the captioning precision. An adaptive blob-tokens
generation has always produced better results. Proposed methods show lower degree of bias
towards training set and better retrieval precision and recall. These proposed methods can also be
applicable elsewhere, for instance, building an image glossary of cell types from figures in medical

journals.

2.1.6 Very Deep Convolutional Networks for Large-Scale Image Recognition [6]

We study how the performance quality of a convolutional network changes with respect to its
increased depth in case of large-scale image recognition. For our major input we conducted
assessment tests of networks in different depth using a two dimensional convolution filter with
dimensions 3%x3 which proved that the most successful results obtained so far can be improved
with the 16,20 weight layers. This information informed our ImageNet Challenge 2014 entry,
where we placed at position one for localising and second for classification. We also demonstrate
that our representations generalise well to other data sets on which they exhibit the leading
performance. As our two best ConvNet models do not violate any copyright, we release them for

free public access to further support the ongoing studies in this field.
2.1.7 Show and Tell: A Neural Image Caption Generator [7]

The representation of information relating to an image is one of the main problems within artificial
intelligence, which links computer vision with language processing. This paper proposes a
generative model with deep recurrent architecture involving modern computer vision and machine
translation techniques for creating naturally-sounding sentences depicting images. This model is
designed to make sure that when an image is supplied, it outputs a target description sentence with
maximal probability. The experiments with several datasets prove the precision of the model and
the language fluency, which learns only from “image descriptions”. We validate our model both

quantitatively and qualitatively because we find that it is usually quite correct. As stated earlier,
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while the BLEU-1 score is now at 25 for the state of the art on the Pascal dataset, ours has 59, close
to human performance which is around 69. We also yield BLEU-1 point rise in the Flickr30kdataset
(from 56 to 66) as well as in the SBU one (from 19 to 28). Finally, we have obtained a BLEU-4 of
score of 27.7, which is the existing SOC on the new released COCO dataset.

2.1.8 Automatic Image Captioning [8]

This paper studies the automatic image captioning problem. Provided with a set of captioned
images, we would like to identify a relationship between image characteristics and keywords,
allowing us to search for relevant keyword phrases for a new picture. We try out many alternative
designs involving large datasets from different types of content. Our methods provide up to a 45%

accuracy relative improvement over the best existing approach.

2.1.9 Deep Visual-Semantic Alignments for Generating Image Descriptions [9]

An image description model in natural language, for image and regions. We use sets of images
with their sentences as a learning framework to understand the connection between the linguistic
and visually oriented data. We propose an alignment model combining Convolutional Neural
Networks over regions in images, bidirectional Recurrent Neural Networks over sentences, and a
structured objective relating a multimodal embedding. Next, we present an end-to-end Multimodal
Recurrent Neural Network model that takes advantage of the alignments and learns to create new
descriptions of image segments. Our alignment model yields top performance on retrieval
exercises over Flickr8K, Flickr30K and MSCOCO. Next, we demonstrate that the produced
captions substantially exceed retrieval baselines in two experiments performed on whole images
and even a fresh collection of area annotations.

2.1.10 Bottom-Up and Top-Down Attention for Image Captioning and Visual Question
Answering [10]

Visual attenuation mechanisms operating from top down are heavily used in image captioning and
VQA. Such mechanisms allow for a more in depth analysis which can also involve multistages
reasoning, thereby providing enhanced image understanding. Our proposal suggests a mixture of
both bottom-up and top-down attention that calculates object or any other major region of the
image as attention. Therefore, attention ought to form a part of this natural basis. In our approach,

a bottom-up scheme (using Faster-R-CNN) suggests image regions which include assigned feature

10
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vectors; at the same time the top-down mechanism comes up with weights for these features. Using
similar technique in an image captioning task, we established a new record on MS COCQO’s testing
server with 117.9, 21.5 and 36.9 scores at CIDEr/ SPICE/BLEU-4 respectively. Using the same
procedure for VQA led us to the top on the 2017 VQA Challenge rank.

2.1.11 Image Captioning with Semantic Attention [11]

Automatically generating a natural language description of an image has attracted interest recently
both because of its importance in practical applications and because it connects two major artificial
intelligence fields: computer vision and natural language understanding. Current methods are
either top-down that begin with a general image meaning and turn it to words or bottom-up that
create words describing different characteristics of an image and thereafter combine them. This
paper presents an alternative approach that involves combining these two approaches with a
Semantic Attention Model. Our algorithm teaches us how to choose what to pay attention to
through semantic proposal concepts with the aim of constructing hidden states and outputs for
RNNs. Top-down, bottom-up is the selection and fusion of feedback loop connecting these
computations. We evaluate our algorithm on two public benchmarks: Microsoft COCO and
Flickr30K. The experimental results reveal that our algorithm surpasses the state-of-the-art

solutions uniformly in terms of various assessment criteria.

2.1.12 Knowing When to Look: Adaptive Attention via A Visual Sentinel for Image
Captioning [12]

Image captioning is commonly supported using attention-based neural encoder-decoders. For

many processes, one will have to maintain an active visual attention to produce a word.

Nevertheless, with respect to non-visual words like “the” or “of”, the decoder probably uses
minimal if any at all, vision data coming from the image. Other supposedly visual words like “sign”
after “behind a red stop” or “phone” coming after “talking on a cell’ are usually quite easily
predictable on th