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Abstract 

 

 
Throughout the last few decades, there has been a sharp rise in the use of digital images. Virtually 

every facet of life now makes use of digital photos. Many documents that must be filedonline 

require images in the form of soft copies, and a lot of images are shared on social mediaevery 

day. Editing or altering a digital image has become simpler thanks to the rapid advancement of 

digital image processing technology and the prevalence of digital cameras, evenfor a novice 

forger. It is conceivable for any user to alter digital images in such a way that it would be difficult 

to tell one from the other visually. The methods are commonly referred to asImage forgery 

detection for the purpose of identifying these modifications in images. The detection of fake 

images is a difficult field of study. It is clear that in the past decade, high- quality work has been 

done in the area of detecting image forgeries. Yet, given the sophisticationof image editing 

technologies, there is still a need to pay close attention to this subject. The primary objective of 

our project is to observe and work on the different techniques for detectingmedia forgery as 

concentrating on the copy move and the splicing assaults which are widely used. 
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Chapter 1: Introduction 

 

1.1 Introduction 

 
As widespread use of the desktop computers, proliferation among the smart devices with ever- 

improving cameras and image processing apps, as of the devices which are virtually always 

combined to the Internet with distant data servers have made it possible for regular people to 

gather, store, and process vast amounts of digital data that was previously unimaginable, but 

because there are sophisticated tools for picture editing, anyone with even a basic understanding 

of computers may easily alter the image. Media forgery was described "falsely and fraudulently 

manipulating a digital image" in the Merriam-Webster dictionary. The idea of image falsification 

is not new, it first appeared around 1840. The earliest altered photograph was made by the French 

photographer Hippolyte Bayard which was pronounced as "Self Portrait as a Drowned Man" 

with which Bayard claims to have committed himself. .Recently, in July 2017, a false photo of 

Russian President Vladimir Putin meeting with American President Donald Trump at the G20 

summit was shared on social media. This bogus image earned several thousand likes and 

retweets[16]. Sports, legal services, medical imaging, insurance claims, andjournalism are just a 

few of the fields where images play an impressive role. Other fields includeforensic 

investigation, criminal investigation, surveillance systems, intelligence systems, and journalism. 

In the past ten years, significant study has been done in the area of image forgery detection. 

There are two different types of detection methods: active forgery detection and passive forgery 

detection. The digital image undergoes some sort of pre-processing in an activemethod, such as 

a watermark [17] or signatures [14] produced at the moment the image was created. A 

significantly difficult in image processing approaches is the passive approach , because the 

image is the only accessible information in this case. Copying and pasting (cloning) 

[2] can be used to alter a picture in dependent forging. Independent forgery, on the other hand, 

is a type of fraud in which certain aspects of the same image are changed. 
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1.2 Problem Statement 

 
The integrity of photos and films is becoming harder to guarantee in the age of digital 

modification. It is becoming increasingly difficult to recognize altered media information due to 

the development of sophisticated forgery techniques, which has serious repercussions for 

professions including journalism, forensics, and security. There has never been a more urgent 

demand for reliable forgery detection and classification systems. This project, "Media Forgery 

Detection Application," addresses this pressing issue by outlining a thorough solution that makes 

use of deep learning methods and a recently developed dataset. 

 

The main goal of the project is to create a cutting-edge Convolutional Neural Network (CNN) 

model that is capable of reliably identifying and categorizing picture and video forgeries. The 

recently developed Forged Images Detection and Classification dataset, that contains pairs of 

original camera-captured pictures and the tampered pictures, that is used to train the suggested 

algorithm. Error Level Analysis, a novel preprocessing step, is used to improve the model's 

detection skills. This phase gives the CNN useful features for precise classification. 

 

The model's design and training procedure are covered in the project detail. A thorough 

experimental analysis results from comparing the CNN model's performance against well- 

known pre-defined models utilizing a variety of dataset combinations. 

 

With the creation of user-friendly online applications, the initiative goes beyond research and 

into real-world applications. The framework-based web application enables users to check for 

forgery detection in a simple and user-friendly manner. This program fills the gap between 

recently produced high-tech products and the end users who need a solid solution to protect the 

integrity of digital media material. 

 

This project is an important initiative in the fight against the deepfake media. This is an age 

where authenticity of visual media is crucial, this project tackles the important requirement for 

effective counterfeit detection and classification by integrating cutting-edge deep learning 

techniques, a novel dataset, and a user-friendly interface. 
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1.3 Objectives 

 

 

 
● Image and Video Forgery Detection: 

 

To create a reliable system that can identify and categorize many kinds of video and 

image forgeries, such as splicing, copy-move, and other tampering methods. 

 

● Enhancing Media Authentication: 

 

For enhancing the steps for media content, we need authentication and verification, 

which can guarantee the authenticity and reliability of the pictures, that can be in the 

situations where we keep authenticity a crucial part in our system. 

 

● Model Development: 

 

Our goal is to develop the model to detect the picture forgeries using Convolutional 

Neural Networks, and we need to preprocessed our images that we clicked with the help 

of Error Level Analysis. As we developed our system's so that it can be easy to evaluate 

the integrity of the photographs and we can categorize them as manipulated or forged 

images. 
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1.4 Significance and Motivation of the Project Work 

 
The significance of our project work is that even if there are several ways to detect fake images, 

it could be difficult for us to decide on which ones are the most useful and effective, as people 

can trust it also. 

 

With the help of the techniques of detection, we try to build the project so it can attempt to 

classify our algorithms into five different categories i.e. JPEG Compression Quantization, Edge 

Detection, Clone Detection, Resampling Detection, and Light Color Anomaly Detection. With 

the help of these groups technique that we will be studied to assess the effectiveness of the 

algorithms that can be established. 

 

Our project’s main work is to thoroughly investigate and work on to analyze the various 

techniques and algorithms for identifying fake images. 

Our project will implement and test the most accurate and reliable algorithm, with a focus on 

detecting the different types of forgery. 

 

We use extensive testing using a library of images that we will be performed to assess the success 

rate of our implemented algorithms, as we also take consideration of their false positive rates, 

and runtime. With the help of variance, we determined the same algorithm that we will test in 

determining the changes withing their parameters effect that will affect the performance on 

different types of images. 

 

With the help of these results from this project research will be valuable for improving the 

credibility of images used in the media and in daily life. Our project aims to provide the insight 

of detecting the forgery and to identify the most effective algorithms for different types of 

images. 
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1.5 Organization of Project Report 

 
The rest of this report is organized as follows: 

 

Chapter 2 gives an overview of the literature study performed. 

Chapter 3 discusses the system development and workflow. 

Chapter 4 shows the testing phase 

Chapter 5 Highlights the conclusion, future scope and application contributions 
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Chapter 2: Literature Survey 

 

 
2.1 Overview of Relevant Literature 

 
Detection of the image forgery has been the subject of numerous surveys over the decade. 

Lanh et al. [19] described numerous methods for image counterfeit clicked by a camera. The 

Author made a clear statement that, in terms of dependability, camera-based systems outperform 

other forgery detection methods. 

 

Pixel-based approaches, format-based techniques, camera-based techniques, physically based 

techniques, and geometric based techniques are the five groups that Farid [16] divided under 

image counterfeiting tools. The author has thoroughly explained each technique. 

 

Meena K.B, Tyagi V [20] reviewed four techniques that are used for tampering techniques. This 

paper conducts a survey for deep learning techniques for copy-move and splicing forgery. These 

methods actually date back to the pre-DL era, which is the one we are now in, and as a result, 

their eventual training phase requires little to no data. Old machine learning methods, like 

regression techniques, (SVM) etc. are often used in those that still need training data. While they 

rely on models with a manageable number of parameters and don't necessitate a large amount of 

training data and classify here as classic approaches. To speed up process of training and obtain 

a good performance, deep learning models can also be employed in conjunction with some of 

the fundamental concepts and principles on which these approaches are based. 
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Saboor Koul [1] With the advent of unique technologies and non-traditional image forging 

equipment and procedures, digital imaging has become basic. It is not even possible to use digital 

picture forgeries as proof anywhere because we are aware of their possibility. Analyzing this 

fact, we need to go into the incomprehensible problem in order to assist in reducing such neglect. 

In this digital kingdom, copy-move and image splicing to construct a fabricated one are dominant 

practices. In a copy-move, a portion of the image is copied and pasted to another portion of the 

image, whereas in a merger, two images are combined to drastically alter the original and 

produce a new forged image. This paper proposes a fresh method for automatic copy-move 

forgery detection using a convolutional neural network (CNN). For the experimental effort, 2000 

images—1300 of which are authentic and 700 of which are fake—from the benchmark dataset 

MICC-F2000 are taken into consideration. According to the experimental findings, the 

suggested model works better at copy-move forgery detection than the other conventional 

techniques. Copy-move forgery produced extremely promising results, with an accuracy of 

97.52%—2.52% greater than the methods now in use. 

 

The paper's suggested approach centers on applying a three-layered Convolutional Neural 

Network (CNN) to identify copy-move forgeries in images. The first step in the process is to 

separate an image dataset into testing and training sets. The distinctive qualities of every image 

are then represented by the extraction of image features. Then, using the learned features, the 

CNN—a deep learning classifier—is used to automatically learn and categorize images. The 

novel aspect of the authors' approach—which uses deep learning to directly classify images and 

capture both tampered and untampered variations—is highlighted. The inclusion of a dropout 

layer reduces overfitting. In order to enhance its capacity to discriminate between real and altered 

images, the model uses the backpropagation algorithm to modify its weights during the training 

phase. The overall goal of the suggested method is to improve image forgery detection by 

utilizing deep neural networks' automated learning capabilities. 
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M. Elaskily [2] he only information source that can be widely shared and visualized in virtual 

conferences and social media during this pandemic is digital images, and sharing documents for 

the purpose of detecting forgeries is difficult. For the purpose of detecting such forgeries, 

particularly in light of the current pandemic, an effective novel Discrete-Time Cosine Wavelet 

and Spatial (DTCWS) Markov feature-based algorithm has been developed in this paper. In the 

DTCWS domain, high-dimensional Markov features were extracted for this work, and PCA was 

used in order to reduce the dimensions for these Markov attributes. there is now more correlation 

between the coefficients thanks to the co-occurrence matrix. Rather than using a support vector 

machine classifier, an optimized ensemble classifier is used to evaluate the results for 

classification. Owing to the time constraints associated with online activities, the suggested 

algorithm outperforms the current work in terms of accuracy, achieving 99.9%, while requiring 

less time and complex operations. 

 

 

 

A feature extraction technique with three domains—spatial, DCT (Block Discrete Cosine 

Transform), and DWT (Dobchies wavelet transform)—is included in the framework. The 

procedure entails computing difference arrays for every domain after pre-processing to manage 

low-quality pixels produced during splicing. Markov modeling was used in DTCWS algorithm 

for emphasize splicing effect. Transition probability matrices are applied after thresholding to 

produce Markov features. Principal Component Analysis, or PCA, is used to perform feature 

reduction in order to lower computational complexity. The correlation matrix was created to 

analyze attribute correlation. Ultimately, the ensemble classifier is used to effectively assess 

the outcomes. 

The ensemble classifier is appropriate for the COVID-19 scenario since it integrates choices 

made by base learners to improve classification speed and accuracy. The methodology offers 

promising results for image forgery detection and is tailored to handle high-dimensional features 

in the DTCWS domain. 
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M. Elaskily [3] Digital images are commonplace in today's technologically advanced world. 

They could be created as well as altered using various hardware and software. Copy move 

forgery can be regarded as a manipulation method for a image which produces tampered images 

by hiding undesirable material or duplicating it. As a result, verifying the content of images has 

become crucial. It proposes a design which is based on novel deep learning and is used for 

detecting image forgeries. CMFD is the exclusive use case for a Convolutional Neural Network 

(CNN). To distinguish between tampered and original images, CNN is used tolearn hierarchical 

feature representations from input images. The comprehensive tests show thaton the three 

publicly available datasets—MICC-F220, MICC-F2000, and MICC-F600—the suggested deep 

CMFD algorithm performs noticeably better than the traditional CMFD systems.In addition, new 

dataset combinations are created by integrating and joining the three datasets with the SATs-130 

dataset. 

 

This work aims to provide an effective way of deep CMFD algorithm with an emphasis on 

obtaining low computational cost and high performance. Based on the CNN architecture, 

algorithm emphasizes a non-block-based method that works with the entire image. Three stages 

make up the methodology: feature extraction, classification, and pre-processing. Pre-processing 

involves resizing input images to a target size without any part of them being cropped. Six 

convolution (CNV) layers are used to extract features, a max-pooling layer comes after each, 

and the GAP layer is being applied for reduction of data. 

 

Convolutional layers perform the function of feature extractors, producing feature maps. By 

minimizing parameters, the GAP layer minimizes overfitting and promotes the similarity with 

the structure of convolution, which can be used as a structural regularizer. The dense layer has a 

soft-max activation function that acts as a distance metric for self-similarity between image 

patches. The methodology offers promising results for image forgery detection and is tailored to 

handle high-dimensional features in the DTCWS domain. 
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Verma et al[4] Image manipulation tools are so readily available, forged JPEG images are 

commonplace in today's world. This paper presents a deep learning-based system that, based on 

detecting single and double compressed blocks, distinguishes between original and forged 

regions in a JPEG image without fully decompressing the image. The system makes use of the 

inherent relationship between histograms of quantized DCT coefficients and corresponding 

quantization step sizes. To address the suggested input representation for single vs. double JPEG 

compression detection, we suggest a novel combination of raw histograms of the quantized DCT 

coefficients and matching quantization step sizes. This combination is then used as input to the 

corresponding standard CNN architectures. 

It is demonstrated that the suggested input has negligible impact on performance using a range 

of conventional CNN architectures that are intended to manage the suggested input for the given 

task. More specifically, we have extracted the compression-specific artifacts from the suggested 

input for the extra experiments documented in this work using DenseNet. 

Dataset that was made available to the public and was created using a variety of 1,120 

quantization matrices. When learning the compression artifacts, using the suggested input 

performs better than the baseline methods for blocks with sizes of 256 × 256, 128 × 128, and 64 

× 64. The suggested method performs better than the baseline methods when test blocks are 

compressed using quantization matrices that are entirely different from those used in training. 

 

In order to successfully localize tampered regions, the paper presents a novel method for 

detecting single and double compressed blocks in JPEG images. It starts off by giving some 

background on image compression, with a focus on the popular lossy JPEG compression 

standard. An RGB image is converted to a YCbCr color space as part of the JPEG compression 

process. Down sampling and the 2D Discrete Cosine Transform (DCT) are then used to obtain 

coefficients. A quantization matrix is used to quantize these coefficients, resulting in a lossy 

compression process. Creating the best possible input representation for a Convolutional Neural 

Network (CNN) to differentiate between single and double compressed JPEG patches is the 

main goal of the suggested methodology. Quantization factors and DCT coefficient histograms 

for different frequencies are combined in the input representation. 
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Francesco Marra[5] Current deep learning models only accept relatively small images as input 

because there is a lack of memory resources, necessitating initial image resizing. High-level 

vision problems do not have this issue because resizing hardly affects discriminative features. 

Conversely, resizing negatively affects performance in image forensics because it frequently 

obliterates important high-frequency details. Patch-wise processing can be used to avoid resizing 

at the expense of forgoing whole-image analysis. In this study, we present a CNN-based 

framework for detecting image forgeries that bases its judgments on comprehensive, full- 

resolution data collected from the entire image. The framework is trainable end-to-end with 

limited memory resources and weak (image-level) supervision because of gradient 

checkpointing, which enables the joint optimization of all parameters. 

 

Regardless of the size of the forgery and the image, researchers have developed a deep learning- 

based method to identify localized forgeries in images. The challenge of handling images with 

different resolutions is what inspired this work, especially since deep networks frequently 

require smaller input sizes and advances in camera technologies may capture high- resolution 

images. Forgery detection, it is considered impractical to use the traditional methodsof resizing 

images to fit the network input or processing images patch-wise. Important details may be lost 

due to resizing, particularly in the case of minor forgeries. 

An end-to-end trainable deep neural network that can handle full-size images is used in the 

suggested framework. The three primary building blocks of architecture are decision, feature 

aggregation, and patch-level feature extraction. To extract discriminative features, such as image 

noise prints that highlight spatial anomalies, overlapping patches are processed as part of the 

patch-level feature extraction process. Using a variety of pooling techniques, feature aggregation 

combines these features into a single descriptor for the classification task. The gradient 

checkpointing strategy is utilized by the authors to address the difficulty of processing large 

images with constrained memory. This approach entails computing activations only from the 

last checkpoint onwards during the backward pass, and storing only a small number of 

"checkpoint" layer activations during the forward pass. 
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Ritu Agarwal[6] The proliferation of media tampering techniques has led to a rapid increase in 

image forgery activities. Attackers carry out such actions with the goal of slandering individuals 

and websites, obtaining financial gain, extortion, etc. There are several ways to carry out image 

forgeries, and copy-move forgery is one of them. Media tampering is necessary for safeguarding 

authenticity. In the system to identify tampered region, it is suggested for the algo to uses 

tampered image as input. Segmentation and feature extraction are all part of our system. The 

suggested deep learning-based system can identify duplicate regions more accurately and with 

less computational effort. 

 

The copy-move forgery, a common manipulation made possible by a variety of image editing 

tools, is the focus of the suggested image forgery detection methodology. Multi-step procedures 

are involved in the process. First, a corrupted image is preprocessed by segmenting it using color 

similarity SLIC. Using the deep learning technique called VGGNet, which can identify 

replicated regions even when they are undergoing changes like rotation, scaling, or compression, 

the segmented patches are subjected to feature extraction. An adaptive patch matching technique 

is used to reconstruct each patch's depth for block comparison. By comparing segmented patches 

tampered parts are found, with matching crucial points. Input images manipulated areas are 

revealed by this process. SLIC, a clustering algorithm that makes use of color values and pixel 

positions, is the foundation for image segmentation. VGGNet is used in feature extraction to 

extract multi-scale features that are resilient to different types of attacks. Accurately identifying 

tampered regions is made easier by dense depth reconstruction, and the detection process is 

completed by adaptive patch matching. This all-encompassing method improves the 

effectiveness of forgery detection, especially when copy-move manipulation is involved. 
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2.2 Key Gaps in the Literature 

 

Restricted Assessment of Real-World Datasets: A thorough evaluation on a variety of real- 

world datasets is lacking in many papers. To show the robustness and generalizability of the 

suggested techniques, testing them on a larger set of images with different content and quality 

is crucial. 

 

Scalability Difficulties: It's possible that some papers don't discuss how scalable the suggested 

techniques are. For practical applications, handling large-scale datasets and high-resolution 

images is essential, and this area needs more research. 

Insufficient Comparative Analysis 

 

Selected Analysis of Attack Situations: A more thorough investigation of potential attack 

scenarios ought to be part of the evaluation of forgery detection techniques. Determining the 

effectiveness of the suggested methods against more complex adversarial attacks than copy- 

move forgeries is essential to determining their practicality. 

 

Efficiency of Computation: There isn't always a full discussion of the suggested methods' 

computational efficiency. When it comes to the practical implementation of forgery detection in 

large-scale or real-time applications, processing speed optimization of algorithms ought to be 

the top concern. 

 

Restricted Investigation of Deep Learning Frameworks: Some papers employ deep learning 

techniques such as VGGNet, there may be a lack of research comparing and examining different 

deep learning architectures. Examining the efficacy of more recent architectures or model 

combinations may offer ways to increase the accuracy of forgery detection. 

 

Instantaneous Applicability: Not every time is the real-time applicability of the suggested 

methods discussed. Practical utility requires an understanding of the computational requirements 

and deployment feasibility in real-time scenarios, like online image sharing platforms. 
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2.3 Proposed System 

 
Deep learning techniques have become incredibly popular and have been used to solve a wide 

range of scientific issues. This is because it has been demonstrated that they excel in 

classification difficulties as well as regression and segmentation problems. Some techniques can 

even be executed more accurately and precisely than humans for some tasks. CNN has already 

proven to have exceptional potential in several computer vision applications, such as object 

detection and image segmentation. Due to the diverse origins of the images, a range ofdistortions 

appear when a piece of an image is transferred from one to another. CNNs can spot these 

distortions in falsified images even though they may be invisible to the unaided eye. 

 

An internal dataset called FIDAC adds another level of analysis by including images that were 

originally taken with a camera and then edited using widely used programs such as Adobe 

Photoshop, B612, Picsarts, and Canva. The collection purposefully contains a variety of 

forgeries, such as splicing, copy-move, retouching, recoloring, rotating, scaling, and filtering. 

By exposing the trained model to a wider variety of forgery scenarios, FIDAC is intended to 

improve the model's accuracy and realism. 

 

For Preprocessing the data we used Error Level Analysis (ELA) is a critical step in preparing 

the input data for the suggested Convolutional Neural Network (CNN) architecture. This method 

increases the model's sensitivity to changes and irregularities brought about by the forging 

process. The first step in the ELA process is to divide the image into smaller pieces. Each of 

these pieces is then separately recompressed using error level analysis, with a predetermined 

error rate of 95%. The primary calculation for ELA is figuring out the absolute difference, over 

all color channels, between the recompressed image (Xrc) and the suspected forged image (X). 

The calculation is expressed mathematically as: 

 

𝑬𝑳𝑨(𝒑 , 𝒑 ) = 
𝟏 
∑𝟑 | 𝑿(𝒑 , 𝒑 , 𝒊) − 𝑿  (𝒑 , 𝒑 , 𝒊)| 

𝟏 𝟐 𝟑 
𝒊=𝟏 

𝟏 𝟐 𝒓𝒄 𝟏 𝟐 
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The sum of all error levels for each color channel in an RGB image is used to calculate the total 

error levels: 

 

𝑬𝑳𝑨(𝒑𝟏, 𝒑𝟐) = | 𝑿(𝒑𝟏, 𝒑𝟐) − 𝑿𝒓𝒄(𝒑𝟏, 𝒑𝟐)| 
 

 
Here, 𝑝1 and 𝑝2represent row and column indices the color channel is represented by i, and the 

suspected forged image and recompressed image are denoted by X and Xrc, respectively. This 

ELA preprocessing step makes sure that the model learns to comprehend the image in a more 

sophisticated way, especially in areas where manipulation has taken place. 

 

Suggested CNN Architecture: The Convolutional Neural Network (CNN) architecture, 

painstakingly crafted to extract minute features and patterns suggestive of image forgery, is the 

brains behind the suggested system. Each of the 15 layers in the feature extraction and 

classification process has a distinct function. Images with 128x128x3 (RGB) dimensions can be 

accommodated in the first layer, known as the input layer. Convolutional and pooling operations 

are used in subsequent layers to gradually reduce the image's dimensions while maintaining its 

essential features. Rectified Linear Unit (ReLU) activation functions are a useful tool for adding 

non-linearity to convolutional layers of a model. This helps the model better capture the intricate 

relationships present in the data. Each fully connected layer in the architecture adds to the input 

data's hierarchical understanding. 

 

The last layer, which has a sigmoid activation function, makes sure that binary classification is 

maintained by identifying whether or not the image has been altered. 

 

To sum up, the suggested system combines careful dataset selection, efficient ELA 

preprocessing, and an advanced CNN architecture to move through an extensive procedure. The 

combination of the intricate ELA preprocessing and the diversity provided by the CASIA and 

FIDAC datasets enables the CNN to identify a broad range of forgery techniques, making it a 

reliable solution for image tampering detection in practical applications. 

Now for our addition of web application in our project:- 
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1. Designing User Interfaces: 

Specify the web application's user interface (UI), including its design, functionality, and 
interactive components. 

Analysis: Examine user preferences and expectations for utilizing the web interface to 

communicate with the forgery detection system. Think about the principles of user experience 

(UX), accessibility, and usability. 

 

2. Managing Input and Output: 

Describe the process by which users will submit photographs for the purpose of detecting 

forgeries and how the results will be displayed. 

Analysis: Examine the various ways to upload photos (such as file uploads and URL inputs) 

and exhibit the results of image detection (such as confidence scores and displayed 

alterations). Take into account security protocols for managing user input. 

 

3. Django Framework Integration: 

Requirement: Specify Django integration needs, including how to build up routes, views, and 

web application templates. 

Analysis: Examine Django's web application development capabilities and consider how to 

best utilize its features to construct a forgery detection system. Think about the database 

administration, authentication, and authorization capabilities of Django. 

 

4. Scalability and Deployment: 

Requirement: Indicate the web application's scalability needs and deployment environment. 

 

Analysis: Examine several deployment alternatives, such as dedicated servers or cloud 

platforms like AWS and Google Cloud, for hosting the Django application. Think about 

scalability issues like managing several users at once and speed optimization. 

 

5. Privacy and Security: 

Establish security protocols to safeguard user information and stop illegal access to the 

program. 

Analysis: Examine security vulnerabilities related to picture uploads and findings of forgery 

detection. To protect user privacy and stop criminal activity, put in place safeguards like input 

validation, secure authentication, and encryption. 
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Chapter 3: System Development 

 

 
3.1 Requirements and Analysis 

 
Our project goal was to developed the media forgery for the system which uses CNN to detect 

image category and Error Level Analysis (ELA) as a preprocessing technique. By precisely 

locating altered areas in digital photos, the main objective is to improve digital forensics and 

content integrity verification. Now, we have extended our project and created a web application 

for image forgery detection. 

 

3.1.1 Functional Requirements 

 

 ELA image preprocessing to find possibly tampered regions. 

 

 CNN architecture put into practice for image classification. 

 

 Integration for testing and training with external datasets, such as FIDAC and CASIA. 

 Reaching a rate of accuracy in forgery detection that is higher than 

predetermined thresholds. 

 Uploading photos should be possible for users to use in forgery detection. 

 Popular picture formats including JPEG, PNG, and BMP ought to be supported. 

 The forgery detection model should be used by the system to process uploaded photos. 

 Images that have been uploaded with alterations (such as splicing or copy-paste) 

detected should be marked or commented. 

 Confidence scores and details regarding the kind of forgery found should be included 

in the detection findings. 
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3.1.2 Non Functional Requirements 

 

 

 

 Response time of no more than [insert time] for forgery detection. 

 Scalability of the system to support a wide variety of images. 

 strong dependability and resilience in the detection of forgeries. 

 The forgery detection model should be used by the system to process uploaded photos. 

Images that have been uploaded with alterations (such as splicing or copy-paste) detected 

should be marked or commented. 

 Confidence scores and details regarding the kind of forgery found should be included in the 

detection findings. 

 To avoid unwanted access, safe authentication methods should be implemented by the 

system. 

 To safeguard user privacy, uploaded photographs and detection results should be encrypted 

both during transmission and storage. 

 It is important to take precautions against security flaws like SQL injection and cross-site 

scripting (XSS) attacks. 

 

 

 

3.1.3 Requirements for Data 

 

 Using the FIDAC and CASIA datasets for testing and training. 

 Steps in the preprocessing stage, such as augmentation and normalization, to guarantee 

data quality. 
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Analysis 

 
3.1.4 Methodology of Analysis 

 

 

 Justification for selecting ELA as a preprocessing method, focusing on how well it can 

draw attention to differences in error levels. 

 Explanation of why a CNN was used, pointing out that it works well at learning 

hierarchical features for image classification. 

 Verify that the web application's features—such as picture forgery detection, 

authentication, and user registration—all function as expected. 

 To ensure that the program is acting correctly and consistently, test various scenarios 

and user interactions. 

 Assess the speed of your web application by monitoring server-side processing and 

HTTP request response times. 

 Track how much time is spent on CPU, memory, and disk input/output to spot slow 

spots and improve system efficiency. 

 

 

 

3.1.5 Evaluation of Feasibility 

 

 

 

 Technical viability: CNN and ELA are well-known and frequently utilized in image 

processing and machine learning. 

 Economic viability: Considering that open-source tools and datasets are readily 

available, the project is financially feasible. 

 Ascertain whether the hardware, software, and human resources needed to create, 

implement, and maintain the web application are readily available. 

 Examine the viability and associated costs of hosting the Django application on 

appropriate infrastructure, such as dedicated servers or cloud platforms. 

 Take into account the accessibility of knowledgeable experts who can help the project 
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and have experience with Django development and image processing methods. 

 

 

 

3.1.6 Examination of Risks 

 

 Identification of possible hazards, such as restricted datasets, complex algorithms, and 

computational resource limitations. 

 Strategies for risk mitigation for each identified threat. 

 

 

WebApp(Risks):- 

 

 Data Security: Dangers pertaining to user data security, such as submitted photos and 

detection outcomes. Unauthorized access, data breaches, and data loss are examples of 

potential hazards. 

 Vulnerabilities: Dangers arising from online application security flaws including SQL 

injection, cross-site scripting (XSS), and bypassing authentication. If these vulnerabilities 

are not fixed, bad actors may take advantage of them. 

 Scalability: The potential for increasing user traffic or concurrent requests to cause 

downtime or performance deterioration. A large number of picture uploads and processing 

requests may be too much for the program to manage, which could cause server crashes or 

sluggish response times. 

 Resource Utilization: This section discusses the risks of inefficient resource use, including 

high CPU consumption, memory leakage, and database bottlenecks. Ineffective methods or 

poorly optimized code may put a burden on server resources and reduce the performance of 

the program. 

 Integration Challenges: Dangers involved in incorporating the model for detecting picture 

forgeries into the Django program. Project deadlines may be impacted by compatibility 

problems, version inconsistencies, or API modifications that interfere with the integration 

process. 

 

 Technology Stack: This section discusses potential hazards associated with the Django, 

Python, and third-party library technology stack utilized in development. 
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3.2 Project Design and Architecture 

 

 

 
• Dataset Preparation: 

 

• Gathering and preparing camera clicked picture and sample videos for creating 

the necessary datasets. 

• Split data into training, validation, and test sets 

 

 

• Model Development: 

 

• Implement proposed CNN architecture 

• Include ELA preprocessing for image and video conversion 

 

 

• Testing & Evaluation: 

 

• Compare proposed model with VGG16, VGG19, Inception and evaluating 

accuracy. 

• Test model on mixed CASIA-FIDAC test dataset and Visualizing results with 

confusion matrices and loss curves 
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DFD Diagram 
 

 

 

 

 

 

 

Fig.1.3 Data Flow Diagram to represent Image Forgery Detection 
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ER Diagram 
 

 

 

 

 

 

 

 

 

 

 

 

Fig.1.4 Block diagram of proposed Image Forgery Detection model 
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3.3 Data Preparation 

 
1. Data Collection: 

 

Firstly, we Collected photos taken with a camera click for the FIDAC dataset, used a variety of 

programs, including Canva, B612, Picsarts, and Adobe Photoshop, to alter images. To produce 

a heterogeneous dataset using a range of forgeries methods such as splicing, rotation, scaling, 

filtering, retouching, and recoloring. 

 

2. Dataset Selection: 

 

Then we take two significant datasets were selected for algorithm analysis and testing. 

A popular database for identifying visual media forgeries is the CASIA Dataset. 

includes pictures divided into eight groups, some of which have had parts altered by pasting, 

cutting, and other techniques, Then we use our own custom dataset FIDAC Dataset: An original 

dataset of photos taken with our camera. With the help of applications we used it to further alter 

images in order to simulate real-world scenarios. 

 

3. Preprocessing Method: 

 

We used Error Level Analysis (ELA) to implement the preprocessing method that divided 

pictures into the more manageable sections of chunks of images were individually recompressed 

using ELA with a predetermined 95% error rate. 

In this we determined the exact difference between the re-compressed and analyzed images. 
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4. Suggested CNN Architecture: 

 

Then we use Convolutional neural networks(CNN), were created with the purpose of detecting 

image forgeries. The 15 layers are configured with dropout, dense, convolution, pooling, and 

flattening operations. 

We used Rectified Linear Unit (ReLU) was employed as the non-linearity activation function. 

To determine whether photos are authentic or manipulated, then Sigmoid activation function 

was applied to the final output layer. 

 

 

 

5. Phase of Implementation 

 

Firstly we do Data Preprocessing to Enhanced forgery detection by applying ELA 

representations to the images datasets that are ready to be used with the suggested CNN 

architecture. 

Then we perform ELA Implementation to the pipeline for detecting image forgeries to make 

sure that the possible tampering regions were properly highlighted by the ELA. 

 

 

 

6. CNN Model Development 

 

We used TensorFlow or a comparable deep learning framework to implement the planned CNN 

architecture. Model layers, activation functions, and loss functions are configured to defined an 

optimization strategy (e.g., stochastic gradient descent) and initialized the model parameters. 
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3.4 Implementation 

 

 

 
3.4.1 Tools and Technologies: 

 

 Django 

 TensorFlow 

 Keras 

 Jupyter notebook 

 Google Colab 

 Open CV 

 Scikit Learn 

 Flask 

 

 

3.4.2 Hardware Resources: 

 

 Camera 

 GPU 

 

 

3.4.3 Languages: 

 

 Python 
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3.4.4 Code Snippets: 
 

 

Fig 3.4.4.1 

 

 

Using TensorFlow, we set up the GPU devices in the first stage of our implementation to 

guarantee effective memory use. For the tasks that followed, important libraries like 

TensorFlow, NumPy, scikit-learn, and Keras were imported. Using scikit-learn, a training and 

testing split was created, and Keras' ImageDataGenerator was used to augment data in real-time 

while the model was being trained. Conv2D, MaxPool2D, Dropout, Activation, Dense, and 

GlobalAveragePooling2D layers were arranged in a sequential architecture to form a 

Convolutional Neural Network (CNN) for image forgery detection in our deep learning model. 

Early stopping was used in the model training along with the Adam optimizer to avoid 

overfitting. The PIL library also made image processing operations like loading, improving, and 

modifying images easier. 

To improve the model's generalization capacity, images were enhanced during the training 

process using a variety of transformations. The model's performance was assessed using 

classification reports and confusion matrices after training. This all-encompassing strategy made 

sure that our image forgery detection system had a solid basis. 
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Fig 3.4.4.2 

 

 

 

In above code Two essential functions for our image forgery detection system are defined in the 

provided code. The Error Level Analysis (ELA) image is computed by taking the difference 

between the original and resaved images, using the convert_to_ela_image function to resave the 

image with JPEG compression after receiving an image file path and a quality parameter. After 

that, the generated ELA image is improved for improved visibility. To prepare images for model 

input, the prepare_image function makes use of the ELA procedure. It flattens the array, scales 

the pixel values to the range [0, 1], and resizes the ELA image to 128x128 pixels. All of these 

functions work together to extract ELA features from the images, preprocess the images, and get 

the dataset ready for the Convolutional Neural Network (CNN) in our forgery detection system 

to be trained. 
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Fig 3.4.4.3 

 

 

In above code The code segment that is given handles real images from the CASIA_FIDAC 

dataset. It searches for image files with the extensions "jpg," "png," or "jpeg" as it goes through 

the files in the "Au" (authentic) folder. The process builds the complete path for every valid 

image file, uses the prepare_image function to extract the ELA features, adds the prepared image 

to list X, and labels the corresponding list Y with the label '1', which denotes authenticity. For 

the purpose of handling any potential errors during image processing, the procedure is carried 

out inside a try-except block. 

 

Fig 3.4.4.4 

In above code The 'Tp' (tampered) folder contains tampered images from the CASIA_FIDAC 

dataset that are processed by this code segment. Iterating through the files, it looks for image 

files with specified extensions, just like the previous code did. It creates the complete path for 

each legitimate tampered image file, uses the prepare image function for extracting ELA 

attributes, to adds prepared pictures to X, labels the corresponding list Y with the label '0', which 

denotes tampering. 
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Fig 3.4.4.5 

 

 

 

 

In above code To guarantee a random order, the X and Y arrays in this code snippet—which 

stand for the dataset's features and labels, respectively—are shuffled. In order to conform to the 

expected input shape for convolutional neural networks (CNNs), X is reshaped. The reshaped 

arrays are then stored for later use as NumPy files. For verification, test, validation set sizes are 

printed. The reshaping of X is also inconsistent; it is incorrectly reshaped to a single-dimensional 

array before the set sizes are printed. 
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Fig 3.4.4.6 

 

 

 

In above code The Image Data Generator from Keras is used in this code to augment the data. 

Numerous augmentation methods, including rotation, zooming, width and height shifts, and 

horizontal flipping, are used for the training set (X_train). The statistics required to carry out 

these augmentations are calculated using the fit method. The validation set (X_val) is then 

subjected to the same generator. The augmented data variable, which will be used in the model 

training stage, contains the augmented data. Data augmentation increases the training dataset's 

diversity, which reduces overfitting and boosts the model's capacity for generalization. 
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Fig 3.4.4.7 

 

 

 

In above code The Keras Sequential API is used to define the model architecture. It is made up 

of a sequence of max-pooling layers for spatial down sampling inserted between convolutional 

layers of progressively greater complexity. A convolutional layer with 32 5x5 filters and 

rectified linear unit (ReLU) activation is the first layer of the model. Next, a 2x2 filter is used to 

apply max-pooling. With increasing filter sizes (64, 128, and 256), the convolution and max- 

pooling pattern is repeated. Dropout layers are positioned after the convolutional layers to avoid 

overfitting. There are two fully connected layers with 64 and 128 units, respectively, after the 

convolutional layers. The binary classification output is produced, which is the dense layer on a 

single unit and sigmoid function. 
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Fig 3.4.4.8 

 

 

 

In above code Initial learning rate (1e-4), batch size (19), and number of epochs (50) are some 

of the parameters that are set for the training process. Using a learning rate schedule in which 

the learning rate decreases over epochs, the Adam optimizer is used. For binary classification, 

the binary cross-entropy loss function is selected, and the accuracy metric is tracked. After a set 

number of epochs (patience = 10), early stopping is used to end training if validation accuracy 

does not improve. Next, the model is subjected to the fit method, which makes use of the 

augmented training data produced by train_gen. 
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Fig 3.4.4.9 

 

 

 

 

The front-end interface of your Django web application for detecting picture forgeries is defined by 

this HTML code. It includes features including image processing options, detection result displays, 

image upload forms, and navigation bars. Images can be posted by users for the purpose of detecting 

forgeries; the findings are shown beneath the image. Furthermore, the image's metadata is shown in a 

tabular style. Additionally, the interface lets users choose from a variety of image processing 

methods, including Mask, ELA, and Edge Map, with the altered photos being shown in line with their 

selections. JavaScript functions are responsible for managing dynamic behavior, such as loading and 

magnifying images. All things considered, this interface makes it easy for users to interact with the 

forgery detection system by letting them submit photographs, examine detection results, and 

experiment with different image processing settings. 
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Fig 3.4.4.10 

 

 

 

 

The CSS code that is provided establishes the interface styling for your web application. It manages 

selection highlights, defines default font styles, and modifies the look of different HTML elements. 

Sections with styles for headers, button groups, form controls, and file uploads are noteworthy. 

Additionally, print styles guarantee correct formatting when printing, and media queries are used to 

apply responsive design tweaks for various screen sizes. The purpose of the CSS file is to improve the 

image fraud detection application's usefulness and user experience by designing an aesthetically 

pleasing and intuitive interface. 
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Fig 3.4.4.11 

 

The included JavaScript code makes it easier to upload files and improves drag-and-drop functionality 

in the online application. When a file is selected, the readURL function is called. It uses the 

FileReader object to read the specified file and show its contents. When an image is uploaded, the file 

name is updated in the image title, the file upload interface is hidden, and the uploaded picture is 

visible. On the other hand, users can reset the file input element and restore the upload interface by 

using the removeUpload function to delete submitted files. To further enhance the user experience of 

the picture fraud detection application, event listeners attached to the upload area additionally offer 

visual feedback by adding or deleting the image-dropping class during drag-and-drop actions. 
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3.5 Key Challenges 

 
1. Diversity and Quality of Datasets: 

 

The Biggest Challenge we faced is to Model generalization as it impacted by incomplete or the 

skewed datasets. 

 

To overcome this we created our dataset in which we have clicked authentic and tampered 

images with a range of image types, resolutions, and forgery methods with care. To Enhance the 

data to boost volume and diversity. 

 

2. Lot of Processing Power for Computation 

 

Another challenge that we faced is the deep CNN training as it require a lot of processing power 

to execute as it requires a significant amount of computation. 

 

To overcome this we used Google Colab a cloud resource provider and GPU acceleration as a 

solution. To Make efficiency improvements to the model without sacrificing functionality. We 

use GPU acceleration and CNN architecture optimization to reduce computational burdens. 

 

3. Real-World Relevance 

 

Another challenge that we faced in making sure that the model works well in a variety of real- 

world scenarios, such as different lighting, different kinds of cameras, and different levels of 

forgery. 

 

To overcome this we need extensive testing is necessary using datasets that accurately represent 

real-world situations. To Exposure to varying conditions improves the model's adaptability and 

guarantees its dependability in real-world applications. 
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4. Metrics for Evaluation: 

 

 

Another Challenge that we face is to accurately assessing the model's performance depends on 

choosing the right evaluation metrics for our project. 

 

Use a variety of metrics, including F1 score, precision, recall, and Receiver Operating 

Characteristic Area Under the Curve (ROC-AUC), as the solution. This thorough method offers 

a nuanced assessment that is in line with the objectives of forgery detection by taking into 

account both false positives and false negatives. 

 

5. Challenges in WebApp:- 

 

The online application's drag-and-drop functionality is improved and file uploading is made 

easier by the included JavaScript code. A file can be selected, which calls the readURL function, 

which uses the FileReader object to read the file and show its contents. The uploaded image is 

displayed, the file name is updated in the image title, and the file upload interface is hidden upon 

upload. On the other hand, the upload interface can be restored and the file input element reset 

by using the removeUpload function. The picture forgery detection application's user experience 

is further enhanced by event listeners attached to the upload area, which offer visible feedback 

by adding or deleting the image-dropping class during drag-and-drop actions. 

 

 

 

5. Record-keeping and Reporting: 

 

 

The challenge lies in thoroughly documenting the project for reporting and reproducibility. 

To maintain the reliability of the documents is a tough call to make. 

 

To overcome this challenge we could be to keep thorough records of the datasets, preprocessing 

procedures, model architecture, and training parameters. 
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Chapter 4: Testing 

 

 
There are two stages to the experiment, and each is important to assess the model's performance. 

The dataset from CASIA-FIDAC shows better training accuracy in the first 15 epochs of 

training, with VGG19 emerging as the best performer. When the proposed model moves on to 

the second phase, which is a 50-epoch training cycle, it outperforms VGG19, indicating that it 

has improved with time. 

 

 

Fig 4.1 Training accuracy for first 15 epochs of training 
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Fig 4.2 Training accuracy for first 50 epochs of training 

 

 

 

The main measures of model efficacy are the assessment metrics, which include testing, 

validation, and training accuracies. In the external dataset testing phase, the accuracy of the 

suggested model is 86.3%. This outperforms VGG19, highlighting the adaptability and strong 

classification capabilities of the suggested model in practical situations. A snapshot of training 

performance, the confusion matrix shows True labels for Authentic and Forged Images. 
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Fig 4.3 Confusion Matrix for Testing the Authentic and Forged Images 

 

 

These findings support the robustness and efficiency of the suggested model in managing a variety 

of datasets, indicating its potential for image forgery detection applications. The model'sreal-world 

applicability is reinforced by the emphasis on testing accuracy over external datasets, which 

highlights the model's ability to generalize well beyond the training dataset and successfully 

distinguish between authentic and tampered images. 
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Fig 4.4 Accuracy of Total Test Images 
 

 

 

 

Fig 4.5 Correctly Predicted Images of Test Images Result 
 

 

Fig 4.6 Testing Accuracy of Tampered Images 
 

 

 

 

Fig 4.7 Result of Testing Accuracy of Tampered Images 
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Fig 4.8 Testing Accuracy of Authentic Images 
 

 

 

 

Fig 4.9 Result Testing Accuracy of Authentic Images 
 

 

 

Fig 4.10 Running the server of webapp in manage.py 
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Chapter 5: Results and Evaluation 
 

 

5.1 Results 
 

 

 

Fig 5.1 Model Summary 
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Fig 5.2 Training and Validation Loss of 50 Epochs 
 

 

Fig 5.3 Training and Validation Accuracy of 50 Epochs 
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Fig 5.4 Training and Validation Loss of 15 Epochs 
 

 

 

Fig 5.5 Training and Validation Accuracy of 15 Epochs 
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Fig 5.6 Average Accuracy of Testing 

 

 

 

 

We first tested the training accuracy using a 15-epoch cycle on a variety of dataset combinations 

and model combinations. Notably, the suggested model ranked second to VGG19, while the 

CASIA-FIDAC combination showed the highest accuracy. The suggested model then 

demonstrated enhanced accuracy in the longer 50-epoch cycle, outperforming VGG19 on the 

CASIA-FIDAC dataset. 

 

The validation accuracy provided insights into the generalization of the model and was 

consistent with training trends. But the main focus is on testing accuracy, which is an important 

measure of practical applicability. The CASIA-FIDAC combination performed better than other 

combinations on a variety of datasets, and our suggested model proved to be more accurate than 

other models that were already in use. 

 

Performance metrics that offer detailed insights into the model's efficacy were assessed, such as 

precision, recall, and F1 score. Notwithstanding these obstacles, the suggested architecture 

demonstrated impressive performance, particularly in a testing scenario where 86.3% accuracy 

was attained on the CASIA-FIDAC dataset. 
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Fig. 5.7 Home Page of Web App 
 

 

 

 

 

Fig.5.8 Detecting forged or Tampered regions(ELA) 
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Fig.5.9 Authenticating Image as forged or tampered 

 

As a result of the fact that altered and original sections sometimes have different compression 

artifacts, ELA works by examining the differences in compression levels within an image. ELA can 

detect possible changes or irregularities suggestive of fabrication by comparing these differences 

across various regions of the image. Based on the anomalies it finds, the algorithm determines the 

probability that the image is forged by assigning a confidence percentage to its detection results. 

Greater forgery certainty is shown by higher confidence percentages, giving users important 

information on the submitted photos' integrity and helping them to make well-informed decisions 

about their validity. Users can gain from strong picture forgery detection capabilities, backed by 

confidence-scored findings, by integrating ELA into our online application. This increases users' trust 

and dependability in the detection outcomes. 
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5.2 Comparison with Existing Solutions 

 
When compared to the approaches, our model is clearly the better option.The novel combination 

of Error Level Analysis (ELA) and Convolutional Neural Networks (CNN), along with the 

special architecture intended for the best possible feature extraction and manipulation detection, 

are the primary differentiators. 

 

Our model is more flexible in a variety of image forgery scenarios because it incorporates ELA 

as a preprocessing technique, in contrast to DTCWS, which is primarily focused on wavelet 

transform. Through the analysis of error levels incurred during image compression, ELA is able 

to identify subtle artifacts resulting from manipulation operations. This unique method 

overcomes the drawbacks of wavelet-based techniques. 

 

Our 15-layer CNN architecture shows better learning capabilities than the 3-layered CNN with 

Block JPEG Compression. Our model can now grasp more complex features that are essential 

for precise forgery detection because of the deeper penetration. To further improvise data and 

make sure that CNN can effectively identify manipulated regions, ELA is applied as a 

preprocessing step. 

 

Although Path Level Analysis focuses on identifying tampered regions, it is not as 

comprehensive as our model in extracting features. The hierarchical processing of our 15-layer 

CNN allows it to learn hierarchical representations, which helps identify intricate manipulation 

patterns that path-level approaches might overlook. 

 

More comprehensive and nuanced understanding of image content, our model performs better 

than the Global Average Pooling (GAP) methodology. Our architecture's CNN layers in 

conjunction with ELA preprocessing offer a strong basis for identifying minute irregularities 

introduced during forgery, surpassing the constraints related to global pooling methods. 
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Chapter 6: Conclusions and Future Scope 

 
6.1 Conclusion (summarize key findings, limitations and 

contributions to the field) 

 
To sum up, our research on the detection of image forgeries using a novel combination of a 15- 

layer Convolutional Neural Network (CNN) and Error Level Analysis (ELA) has produced 

notable progress in the field of digital forensics. Important results highlight how well our model 

works, surpassing state-of-the-art techniques like DTCWS, 3-layered CNN with Block JPEG 

Compression, Path Level Analysis, and Global Average Pooling (GAP). 

 

Nuanced feature extraction is made possible by the combination of our CNN architecture's depth 

and the ELA preprocessing technique, which together provide a strong basis for precise 

manipulation detection. The quality and diversity of the training dataset affect the model's 

performance. The way to overcome this constraint is to keep adding more manipulationscenarios 

to the dataset in order to improve the model's capacity for generalization environmentswith 

limited resources might find it difficult to meet the computational demands of a 15-layer CNN. 

Subsequent research endeavors may investigate model optimization strategies to address 

computational limitations while maintaining optimal performance. 

 

The project's competence with datasets such as CASIA and FIDAC, which capture a range of 

tampering scenarios, demonstrates its real-world applicability. The CASIA-FIDAC dataset's 

achieved testing accuracy of 86.3% highlights our model's usefulness in real-world scenarios. 

 

Our work provides a powerful instrument for image forensics by fusing CNN and ELA for 

improved forgery detection. The results open up new possibilities for image authentication and 

highlight the need for continuous research to improve and optimize the suggested model before 

it is implemented in the real world. 
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In the future, it is planned to conduct a detailed comparison with other methods of detection of 

splicing and to implement detection of distorted areas. 

 

Various existing approaches such as BusterNet, Recompression, HHT and Wavelet 

Decomposition etc, have been examined, and it has been found that they all have one or more 

shortcomings such as inaccurate forgery detection, Complex computation, manipulation, among 

others. 

 

We developed a music recommendation system, where the chatbot project seamlessly integrates 

various technologies and APIs to create an intelligent application capable of recognizing the 

user's mood and providing customized song recommendations. To achieve its objectives, the 

team explored the integration of Flask, IBM Watson NLU, Spotify Web API, and TensorFlow 

with Keras. The application of these technologies has yielded numerous benefits. 



53  

6.1.1 Contributions to the field 

 

 

 
By offering a cutting-edge solution to handle the growing problems of digital media 

manipulation and forgery, our image forgery detection project makes a significant contribution 

to the field of information technology. Our proposed model combines a Convolutional Neural 

Network (CNN) with Error Level Analysis (ELA) to provide a strong framework for detecting 

a range of tampering techniques. 

 

This contribution makes critical to maintaining the integrity and authenticity of digital media, 

which is becoming more and more important in today's technologically advanced society. Our 

project contributes to the preservation of trust and dependability in digital content by providing 

a useful tool for forensic analysis, which has an impact on a variety of industries including 

journalism, law enforcement, and content creation. 

 

Our web application provides users with a simplified platform to evaluate and detect image 

forgeries with improved efficiency and accuracy by utilizing these complex algorithms. 

Furthermore, the addition of functions like picture normalization, ELA compression, and 

comparison to VGG16 enhances the application's usefulness and functionality even further. 

 

Our project makes a positive contribution to the information technology landscape because of 

its novel approach to combating digital media tampering, its potential applications in various 

fields, and its role in advancing forensic tools' user-friendly accessibility. 
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6. 2 Future Scope 

 
In the future, our project has enormous potential to grow and make significant progress in the 

field of image forgery detection. Future work could look into adding more state-of-the-art 

algorithms and machine learning methods to improve detection precision and flexibility in 

response to new types of image alteration. To enhance the identification of advanced forging 

techniques, this can involve integrating deep learning models that have been trained on more 

extensive and varied datasets. Additionally, investigating the use of blockchain technology may 

present creative ways to guarantee the validity and immutability of digital photographs, 

strengthening public confidence in online material. 

 

 

 

Additionally, in order to meet increasing user expectations and broaden the platform's appeal, 

improving the web application's scalability and efficiency to manage bigger amounts of image 

data and user interactions would be essential. Our research may maintain its leadership position 

in the field of image forgery detection and make significant contributions to the fight against 

digital misinformation and fraud by seizing these chances for innovation and cooperation. 
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