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ABSTRACT 

Crime rates are increasing day by day and Identifications of criminals are one of the 

primary issues for investigation teams or police personnel, since property, life property and 

giving safety to the persons are the basic concerns of police but to stop the crime, the 

availability of police is limited, and it is one of the major concerns. To stop this, trying to 

reduce the crime rates (as crimes are committed by criminals), We made this project. The 

goal of this project is to identify the criminals with the help of CCTV footage, image and 

video with higher accuracy and better response rate. With the help of this technology, they 

(Police officers) can catch the criminals before doing another crime. This project is built on 

Python 3.11.x with the use of OpenCV along with algorithms like MultiTask Cascaded 

Convolutional Neural Network (MTCNN), FaceNet and Face_recognition etc. 

 

In summary, this initiative aims to enhance our ability to do identification as 

easily and fast as possible in a society that is becoming more and more reliant on 

technology. One word at a time, it aims to close the divide between technology and 

mankind. 
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Chapter 1: INTRODUCTION 
1.1.  Introduction 

Criminal record of a person includes personal information, a photo, and other 

details concerning them. We require identification about any history sheeter in order to 

identify them. One of the ways is face identification. The investigation of criminals 

using face recognition technology has revolutionized the way law enforcement 

organizations fight crime. With the use of cutting-edge technology and sophisticated 

algorithms, criminal suspects can be located and apprehended by analyzing and 

matching face features in pictures and videos. Since its inception, the accuracy and 

speed of suspect identification have been substantially improved, ultimately leading to 

a society that is safer and more secure. The main benefit of face recognition is its 

ability to quickly and precisely identify prospective suspects from large amounts of 

visual data, including surveillance film, photos, and web images. Due to the efficiency, 

criminal investigations are completed much more quickly, allowing law enforcement 

to concentrate their attention on leads with higher probabilities of success. In situations 

where conventional identification techniques may fail, face recognition performs best. 

Thanks to the technology's powerful capabilities, suspects trying to change their look 

through disguises, facial hair, or other ways frequently find themselves easily 

identified. By spotting possible risks in real- time, it has been crucial in resolving cold 

cases, finding runaways, and preventing criminal activity. In addition to helping to 

solve crimes. Face recognition has demonstrated value in deterring criminal activities. 

Law enforcement authorities can prevent crimes from happening or escalating by 

swiftly identifying known criminals or persons of interest, which promotes public 

safety and crime deterrence. 

1.2.  Problem Statement 

With the continuous development of computer technology, human dependence on 

technology has increased, which leads to the importance of security issues. Ensuring 

user authentication is crucial to prevent attacks and address security weaknesses. There 

are Various authentication methods are available, including fingerprint scanning, voice 

recognition, SMS one-time passcodes, and face recognition. Face recognition, an 

essential application of image processing in both still images and video, presents a 

significant challenge in creating an automated system that matches the human capacity 

for recognizing faces. 
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1.3.  Objectives 

1. Develop a Criminal Identification System (CIS): The primary objective of this 

project is to create an accurate and efficient CIS system capable of accurately 

identifying criminals from video of CCTV cameras. 

2. Analyze the importance of CNN & how we can improve the model from the 

previous model with the help of CNN, and different datasets used in the face 

recognition system and discuss the different models of CNN. The deep-

learned CNN can be used for face recognition to provide more security in 

authentication purposes. 

3. Evaluation and Performance Metrics: Assess the model's ability to recognize 

criminals in different scenarios such as background lighting, resolution of 

videos and images, and indoor-outdoor conditions. 

By achieving these objectives, the project aims to contribute to the advancement of 

Criminal Identification system and its practical utilization in various security 

concerning areas, ultimately improving human-computer interaction and automate and 

task. 

 

1.4.  Significance and Motivation of the Project Work 

Since there is no dedicated Criminal Identification System, it can assist the police 

department to identify criminals in their premises rather than have to go through the 

whole footage and comparing different criminals one by one. This leads to watching a 

single video multiple times to identify criminals i.e., if there is ‘N’ numbers of 

criminals and ‘M’ numbers of videos then they have to watch the footage and verify 

criminals ‘M*N’ times. 

Scope of the System: The scope of CIS to identify criminals within allotted time 

frame. The system can be used with specified user requirements. It can be used in 

Police stations, Bank, Hotels. A thorough study found that numerous ways and 

combinations of these methods can be used to construct a new Criminal Identification 

system. Among the different types of methods, We have chosen to implement a 

combination of knowledge-based techniques for face detection and a neural network 

approach for face identification. The accuracy of the system depends on the camera 

viewpoint, background illumination, facial components, quality of the footage, and 

finally on quality of the image that is available to train the model. Some features have 
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to be included in the system in order to process live photos at a high rate with great 

precision and accuracy. Another aspect of the research is the creation of a model that 

can identify a criminal when trained on specific facial sketches from a criminal dataset. 

1.5. Organization of Project Report 

1.5.1. Tools & Technologies 

Using Python for a project like Criminal identification System is a practical choice 

due to its versatility, extensive libraries, and a growing community of developers in the 

field of machine learning and image and video classification and processing. Here's 

how Python can be utilized for an CIS project: 

1.  Data Collection and Preprocessing: Python can be used to collect image and 

video data and preprocess it for analysis. Libraries like ‘Bing API’, useful 

for collecting image data, libraries such as ‘OpenCV’, ‘CNN are used for 

extracting features from image and video files. 

2. Machine Learning and Deep Learning: Python offers a wide range of 

‘machine learning’ and ‘deep learning’ libraries that are essential for 

building 

3. CIS models. Some popular libraries include ‘openCV’ for traditional 

machine learning algorithms and deep learning frameworks like ‘mtCNN’ 

and ‘FaceNet’ for building neural networks. 

4. Feature Extraction: Python can be used to extract relevant features from 

images and video datasets. Libraries like ‘openCV’ are commonly used for 

feature extraction. 

5. Model Training: Python allows you to train machine learning and deep 

learning models using audio features as input data. You can implement and 

train models like Convolutional Neural Networks (CNNs), MultiTask 

Cascaded Neural Networks (mtCNNs), or hybrid models designed for face 

recognition tasks. 

6. Real-time Prediction: If a project involves real-time criminal identification 

from live CCTV cameras as direct input, Python can be used to capture and 

process video input in real-time. Libraries like ‘openCV’ can help with this. 
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7. Visualization: Python offers various libraries for data visualization, which 

can be helpful for visualizing images and videos data, model training 

progress, and results. Popular libraries for visualization include ‘matplotlib’ 

and ‘seaborn’. 

1.5.2. Technical Requirements 

1. Hardware Requirements: 

a. Processing Power: Depending on the complexity of the machine 

learning models, a computer with a high-end GPU or multiple set of 

GPUs are required for extraction of frames from the videos, can 

speed up the model training and produce the output efficiently. 

a. Memory: Sufficient RAM is essential for loading and processing 

large datasets, especially for using deep learning models. 

b. Storage: Storage space for images and video datasets, model 

checkpoints, trained mode and other project-related files. 

c. Camera: A good quality CCTV camera is required in case of live 

criminal detection 

2. Software Requirements: 

d. Python: Most CIS projects are implemented in Python due to its 

vast availability of libraries for machine learning, image 

processing and analysis. 

e. Development Environment: VScode editor with python and 

jupyter notebook for writing and debugging of code. 

 

f. Machine Learning Frameworks: Install the necessary machine 

learning and deep learning libraries, such as OpenCV, MTCNN, 

scikit-learn, numpy, FaceNet etc. 

g. Image Processing Libraries: Libraries like dlib, face_recognition 

are used for image data preprocessing. 

 

1.5.3. Deliverables/ Outcomes 

The deliverables and outcomes of a Criminal Identification System (CIS) project are 

following: - 
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1. Trained CIS Model: The primary deliverable is a trained machine learning 

or deep learning model capable of recognizing faces in video and live 

stream. This model should be able to take video input and predict the find 

and mark criminals present in the video based on database of existing 

criminals. 

2. Accuracy Metrics: A report or documentation detailing the performance CIS 

model, including accuracy, precision, recall, F1-score, and confusion 

matrices. This provides an evaluation of how well the model performs in 

identification of criminals. 

3. Codebase: The project's codebase, including data preprocessing scripts, 

model training, testing and real-time prediction implementations. Proper 

documentation and code comments included for easier understanding and 

future development. 

4. Demo/Prototype: A working demo or prototype showcasing the functionality 

of CIS system, especially real-time criminal identification from live video 

inputs. 
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Chapter 2: Literature Survey 
Table 1: Literature Survey 

 

S. 

No. 

Paper Title Journal/ 

Conference 

(Year) 

Tools/ 

Techniques/ 

Dataset 

Results Limitations 

1. Real time face 

recognition system 

based on YOLO 

and InsightFace 

N/a (2023) YOLO- V7 Achieved accuracy 

of 93% with better 

response rate by 

generating highly 

discriminative face 

embeddings. 

Recognizing 

faces by 

generating 

highly 

discriminati

ve face 

embeddings. 

2.  A Systematic 

Literature Review 

on the Accuracy of 

Face 

Vol. 8 No. 30 

(2022): EAI 

Endorsed 

Transactions on 

Internet of 

Things (2022) 

CNN, 

Viola-Jones 

Algorithm 

Achieving high 

accuracy and quick 

response time. 

Tuning 

Overhead 

3.   Research and 

application of deep 

learning in image 

recognition 

2nd 

International 

Conference on 

Power, 

Electronics and 

Computer 

Applications 

(ICPECA) 

(2022) 

Haar 

Cascade, 

OpenCV 

Achieving 

accuracy of 87% 

Requiremen

t of high 

computation

al power 

 

4.  Criminal 

Identification 

System using 

Facial Recognition 

[2021] 

International 

Conference on 

Innovative 

Computing & 

Communicatio

n (ICICC) 

(2021) 

OpenCV, 

Image 

Processing 

System matching 

more than 80% of 

the captured 

images with 

database images. 

Was only 

able to 

capture 

images, not 

video 

5.  Criminal Face 

Identification 

System 

International 

Journal for 

Research in 

Applied 

Science & 

Engineering 

Haar 

Cascade, 

OpenCV 

Achieving 

accuracy of 86%. 

Images are 

divided into 

several parts 

of face and 

then detect 

the suspect 
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(2020) through 

their 

database. 

6.  Face Recognition 

System Using 

Machine Learning 

Algorithm 

2020 5th 

International 

Conference on 

Communicatio

n and 

Electronics 

Systems 

(ICCES) 

(2020) 

PCA, 

Linear 

Discriminan

t Analysis, 

SVM 

Achieved high 

accuracy (more 

than 90%) 

Only ORL 

datasets 

were used 

for 

performing 

experiments. 

7.  Criminal Face 

Detection System 

Using Python 

IJIRT Volume 

7 Issue 2 ISSN: 

2349-6002 

(2020) 

CNN Achieved accuracy 

of 96.2% using a 

hybrid approach. 

Performed 

on the basis 

of 

Thumbprint 

and 

matching 

information 

with FIR 

records. 

8.  Criminals and 

Missing Children 

Identification 

Using Face 

recognition And 

Web Scraping 

International 

Conference on 

System, 

Computation, 

Automation 

and 

Networking 

(ICSCAN) 

(2020) 

Haar 

Cascade 

Classifier, 

OpenCV, 

Python, 

Faceplib 

Performs well with 

both images and 

videos. Achieved 

accuracy of 90%. 

Multilingual 

Database 

not used 

9.  Face Recognition 

using Haar-

Cascade Classifier 

for Criminal 

Identification. 

N/a (2020) Haar 

Cascade 

Classifier, 

OpenCV, 

Python, 

Face_recog

nition 

Good performance 

on low resolution 

images 

Achieved 

low 

accuracy 

10.  Criminal 

Identification 

System using 

Facial Recognition 

International 

journal of 

Recent 

Technology 

and 

Engineering, 

vol-7 (2019) 

Haar 

Cascade, 

OpenCV, 

LBPH 

Recognized faces 

automatically in 

real time. Achieved 

accuracy of 95%. 

Slow 

Conversion 

compared to 

other deep 

learning 

model 

11.  Automated 

Criminal 

Identification 

System using Face 

Detection and 

Recognition 

International 

Research 

Journal of 

Engineering 

and 

Technology p-

ISSN: 2395-

0072 (2019) 

Haar 

Classifier, 

Viola-

Jones, 

OpenCV 

Achieving high 

accuracy 

Captured 

video 

converted 

into frames 
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12.  Automated 

criminal 

identification by 

face recognition 

using open 

computer vision 

classifiers 

3rd 

International 

Conference on 

Computing 

Methodologies 

and 

Communicatio

n (ICCMC) 

(2019) 

Haar 

Cascade 

Quick processing 

and better response 

time. 

The system 

can 

effectively 

identify 

faces even if 

the stored 

set of 

images of 

the person 

in the 

database 

differ from 

the input 

image. 

13.  CIS: An 

Automated 

Criminal 

Identification 

System [2018] 

Third 

International 

Conference on 

Computing 

Methodologies 

and 

Communicatio

n (ICCMC) 

(2019) 

HOG, Deep 

Learning 

Networks 

The author has 

achieved accuracy 

of 80% 

Distinctive 

identity used 

in neural 

networks as 

input value. 

14.  Criminal Face 

Recognition 

System 

International 

Journal of 

Engineering & 

Technology 

Viola-

Jones, 

Linear 

Discriminan

t Analysis 

Using its two 

degrees of 

freedom, the 

system allows two 

modes of 

operation. 

Image-based 

face 

detection 

and 

recognition 

15.  Intelligent 

Criminal 

Identification 

System 

2013 8th 

International 

Conference on 

Computer 

Science & 

Education, 

Colombo, Sri 

Lanka (2013) 

Naive 

Bayesian 

Classificati

on 

It could detect 

suspicious human 

behavior 

The system 

uses an 

explicit 

clustering 

mechanism 

based on the 

available 

evidence. 
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2.1. Overview of Literature Survey 

This section discusses many research articles to show how you can apply different 

algorithms/methods to make this technology better. Which algorithms give higher 

accuracy to which type of dataset. 

 

Anjeana et. al [1], performing this model with a new real time unique face 

recognition network called YOLO-InsightFace that combines YOLO_V7, a cutting-

edge deep learning model and InsightFace, one-of-a-kind 2D & 3D face analysis 

python module as YOLO-V7 is highly accurate and fast while InsightFace can 

recognize faces by generating highly discriminative face embeddings. Abdullah et al. 

[2], Analyse the performance based on CCTV footage as they took help of the CCTV 

footage and compared the images from the footage with a criminal database if they 

were not able to find the biometric from the crime scene. 

In the third stage they defined system design and its workflow. To identify the 

criminals, The authors used Principal Component Analysis (PCA) algorithm to detect 

similar features between images stored in a database and the captured footage. The 

facial recognition system is totally dependent on a database that contains personal 

information for individuals. If the system detects a face, it will definitely be in their 

database. The proposed model achieved an accuracy of 80%. Apporva et. al [4], 

proposed a robust face detection methodology which was suitable for real-time 

environments. The Haar cascade classifier algorithm was used in that model as the 

Haar cascade classifier can effectively identify faces even when the input image does 

not perfectly match the images stored in the database. The suggested system has been 

put into practice and examined. An investigation developed by Sharma et al. [5] is 

used to automatically identify a person's face. Tests are conducted using the ORL 

dataset. The system yields more than 90% accuracy when tested on a database 

containing over 1000 photos, despite a few false positives. It made use of several 

techniques, such as PCA with linear discriminant analysis, which yields 97% accuracy, 

and related methods, which produced an average accuracy of 91%. Tamrakar et. al [6], 

proposed a methodology for criminal identification using face recognition as 

traditional methods such as thumbprint or matching information with FIR records 

which is not always effective. Three different methods were proposed for this face 

recognition model such as feature-based, holistic and hybrid methods. The holistic 

approach uses the entire face as input for detection and recognition, whereas the 
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feature-based approach divides up local features like the nose and eyes for use as input 

for the face detection system. The feature-based and holistic approaches are combined 

in the hybrid approach. The authors' suggested model yielded 96.2% accuracy. 

Chevewalla et al. [7], proposed a model where they found that in computer vision, face 

recognition is a highly challenging task and the more crucial task is to achieve high 

accuracy and better response rate. Countries like Germany and Australia have 

implemented face recognition technology at borders and propose a comprehensive 

solution for image-based face detection and recognition with improved accuracy. 

Shahriar et.al [8], provided a study on facial recognition where a biometric technology 

that creates a mathematical map of a person's facial features and stores information as 

a face print. It creates a feature vector that maps the object with a set of numbers by 

using machine-learning images. This technology is used by various organizations such 

as Google and Facebook to create digital profiles for their users. Facial recognition 

technology will be used in the proposed project to identify criminals who are on the 

run and have a criminal history. According to a report by NCRB (National Crime 

Records Bureau), most of the crimes are committed by the same criminals repeatedly. 

Face recognition technology is a useful technique to identify criminals by capturing 

pictures or video images through cameras installed in various locations. It can also be 

used to identify missing children and many more. The drawback is that the images 

frequently captured are less sharp, blurry, and challenging for the human eye to 

distinguish. The system proposal's short calculation time makes it particularly helpful 

for identifying suspicious individuals and capable of efficiently recognizing multiple 

faces. For every face in the dataset, the system generates a unique template that it then 

compares to the other images. The corresponding details are shown when the input 

face matches an existing image. A system like this can help an organization's security 

procedures and reduce crime. Rasanayagam et. al [9], performs a model based on the 

analysis of faces, emotions, ages and genders to identify the criminal. CNN techniques 

that are based on deep learning are used to implement face recognition, emotion, age, 

and gender identifications. The LeNet architecture is used for the identification of 

suits. Although Haar Cascade is a useful technique for object detection but its ability to 

detect features in objects is limited because of its age. The main purpose of the HOG 

(Histogram of Oriented Gradients) descriptor is features extraction, although it can 

take some time. Networks of Neurals Deep Learning is a unique identity that is used as 

input values in neural networks to compute and analyse similarity in recognition. After 

a month of training, the author's accuracy was 80%. Adikari et. al [10], The researchers 
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used Naive Bayesian classification to determine the most likely suspects of criminal 

episodes after grouping crime data into subsets depending on the evidence that was 

available. Technology implemented user interfaces using Prime Faces and JSF (Java 

Server Faces). Prime faces 3.2 was utilised in the development of all user interface 

widgets, including buttons, menus, and input fields. The built-in Ajax functionality of 

Prime faces, which is based on the standard JSF 2.0 Ajax API, is used to update the 

components when the algorithms have completed processing. The Oracle Database 

10g Express Edition was utilised by the publisher to implement the database. Kumar 

et. al [11] offered a real-time criminal identification system based on face recognition 

using a fully automatic facial recognition system. The system uses Haar Feature-based 

cascade classifiers and OpenCV LBPH (Local Binary Pattern Histograms) algorithms 

for face detection and recognition. Many researchers have employed the Viola-Jones 

framework to locate faces and objects in an image, but face detection remains a 

challenging task. Classifiers for face detection are freely accessible, like OpenCV. The 

authors reported achieving 95% accuracy in their experiments. 

2.2. Key Gaps of Literature Survey 

1. It highlights the primary research focus in crime prediction, in terms of 

crime type and category, study time, and which type of crime has been 

addressed by most researchers. 

2. Firstly, clarifies the frequency of algorithms which were used while training 

models and considered the factors/features while choosing the algorithm for 

our model. 

3. Analyzes model estimation accuracy by focusing on four factors: 

performance metric, evaluation value, dataset used, and model validation 

approaches. 

4. Demonstrates the tools applied in the selected research papers, as well as the 

strengths and weaknesses of the prediction models, as well as the limitations 

and future direction of crime prediction. 

Closing these gaps could contribute to a more comprehensive and robust 

understanding of Criminals Identification System model, making them more effective 

and applicable in real-world scenarios. Researchers may consider addressing these 

gaps in future work to advance the field. 
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Chapter 3: SYSTEM DEVELOPMENT 

3.1.  Requirement and Analysis: 

3.1.1. Requirement 

Criminal Identification System (CIS) is the task of automatically 

detecting and identifying the criminals in CCTV footage. Human dependence on 

network technology has grown as computer technology has advanced, 

highlighting the relevance of security concerns. User authentication is critical for 

avoiding threats and security flaws. Various authentication methods exist, 

including fingerprint scanning, voice recognition, SMS one-time passcodes, and 

facial recognition. Face recognition is a critical application of image processing 

in both still photos and video. It's a real challenge to create an automated system 

that can detect faces. 

1. Data Availability and Quality: Availability of images and video with different 

background illumination, facial features and scenarios to make a diverse dataset 

can be a challenge for training and testing CIS models. The quality of the data is 

crucial, as it should encompass different scenarios to ensure model 

generalization. 

2. Real-Time Processing: Implementing CIS for real-time identification of 

criminals using CCTV live stream as direct input to the system. This also 

includes reducing the complexity of the system. 

3. Face Recognition and Identification: Detecting faces in CCTV footage as well 

as in images even if there is inconsistent background illumination, different 

background, low resolution images or video. 

4. Scalability: It should be able to handle a huge number of videos or images. 

5. Performance: The system should provide a fast and responsive user experience, 

ensuring quick face recognition and criminal identification. 

6. Privacy: Users’ privacy and data confidentiality should be maintained, and 

explicit consent for data collection and processing should be obtained. 
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3.1.2. Analysis 

When analyzing the problem of Criminal Identification System (CIS), it 

was essential to consider various aspects and challenges associated with this 

field. Solving the challenges associated with Criminal Identification System 

(CIS) requires a multidisciplinary approach involving data collection, feature 

engineering, model development, and ethical considerations. 

 

1. Data Augmentation and Diverse Datasets: 

a. We have created a larger and more diverse criminal datasets to improve 

model generalization. 

b. Collected facial images of people from images and videos as well as 

from live footage, ensuring that the dataset has a wide range of facial 

characteristics, races, and ages. 

c. Collected photographs taken in a variety of lighting, environments, and 

angles. This will help our model's recognition of faces in real-world 

conditions, which may differ significantly from controlled laboratory 

environments. 

2. Feature Engineering: We Explored different advanced feature extraction 

techniques, such as Multi-Task Cascaded Convolutional Neural Networks 

(mtCNN), Local Binary Patterns (LBP), Haar-Cascade Classifier.   

3. Model Selection: While experimenting with different ML & DL models, we 

found that mtCNN along with face_recognition using dlib and FaceNet will 

result higher accuracy and precision. 

4. Regularization Techniques: Applied regularization techniques, including 

dropout and L1/L2 regularization, to prevent overfitting and enhance the 

model's generalization capabilities.  
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3.2. Project Design and Architecture 

3.2.1. Design 

 

Project design of our system include various stages from data input and 

preprocessing, frame extraction from CCTV footage and facial feature extraction to 

real-time processing and displaying the output. 

 

 

Figure 1: Flow Graph of Major Project Problem 
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Level 0 DFD: It shows high-level overview of the entire system, illustrating the 

primary process, Criminal Identification System (CIS), the external entities, such as 

the Existing Criminal Dataset, that interact with the system, and the data flow 

between them. This serves as the starting point for creating more detailed DFDs at 

lower levels, where the main process is broken down into more specific 

subprocesses. 

 

 

                                          
 

 

Figure 2: Level 0 DFD 

 

 

Level 1 DFD: It shows more detailed view of the system by decomposing the 

primary process from the Level 0 DFD into subprocesses, such as Face 

Recognition. This helps in understanding the specific functions of the system 

and their interactions. Embedded data is then compared with embedding data 

from video frames. This decomposition process can be continued to create even 

more detailed DFDs at subsequent levels. 

  

                      

Figure 3: Level 1 DFD 
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Level 2 DFD: It shows more detailed view of the system by further 

decomposing subprocesses from the Level 1 DFD into sub-subprocesses, 

such as feature extraction, and training and testing of models. This 

hierarchical decomposition continues until an adequate level of detail is 

achieved, facilitating a thorough understanding of the system's processes and 

their interactions. 

 

 

Figure 4: Level 2 DFD 
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3.2.2.  Architecture of Algorithms used 

1. OpenCV 

 

OpenCV is a commonly used computer vision library developed by intel. It provides a 

framework for face recognition applications. It uses a number of techniques including deep 

learning, Support Vector Machines (SVMs), and Haar cascades, to achieve accurate and 

efficient face recognition. 

 

 

Figure 5: OpenCV Face detection Architecture [reddit] 
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2. Haar-Cascade Classifier 

 

The Haar-Cascade classifier is very useful for object detection in images and 

videos. It is developed by Paul Viola and Michael Jones. It is based on a machine 

learning technique that trains the classifier by using a large number of images, both 

positive and negative. 

● Positive Images: Features that we want our classifier should identify 

from data. 

● Negative Images: Features that we do not want our classifier should 

identify from the data. I.e., data does not contain the features that we 

want to identify. 

  

Figure 6. Haar Cascade Classifier Architecture 

 

3. FaceNet 

 

FaceNet is a neural network-based system employing deep learning algorithms 

for facial recognition. It utilizes a convolutional neural network (CNN) to map facial 

features into a Euclidean space, where distances represent the similarity between faces. 

This space enables the system to compare faces and determine if they belong to the 

same individual. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 7: FaceNet Size Reduction [towards datascience] 
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Figure 8: FaceNet Architecture [gfg] 

 

4. MultiTask Cascaded Convolutional Neural Network 

MultiTask Cascade Convolutional Neural Network is a 3-stage cascade 

network. The process involves three stages of convolutional networks that can 

identify faces and locate landmarks such as the eyes, nose, and mouth. The 

MTCNN algorithm employs a cascading sequence of neural networks to detect, 

align, and extract facial features from digital images with high accuracy and speed. 

Figure 9: mtCNN Model Architecture 



20  

5. CONVOLUTIONAL NUERAL NETWORK 

 

It is a type of neural network helpful in processing data with grid-like 

architecture, such as images. A digital image is a binary representation of a 

scene. It consists a matrix arrangement of pixels. Every pixel has some DN 

number that indicates how bright and what colour image contains. 

 

 

Figure 10. CNN Architecture [gfg] 

 

 

3.3. Data Preparation 

1. Data Collection: We collect image dataset from various open-source platforms 

that provide CCTV footage and image data with different types of background 

illumination, facial features, background and resolution. We use ‘Microsoft 

DigiFace’ and ‘14 Celebrity Faces Dataset’ image dataset for model training. 

2. The dataset we use in this project is a combination of actual and synthetic faces 

to train the model. FaceNet is a Google AI-developed deep convolutional 

neural network that extracts facial features from photos. It is trained using a 

vast dataset of over 200 million photos of faces, including images from the 

LFW dataset, the CASIA Web Face dataset, and the VGG Face dataset. The 

actual size of the training dataset is not known; however, it is likely to be in the 

exabyte range. 

3. Number of Attributes, fields, description of the data set: 

a. 14 photos per identity in a subset of 720K images with 10K IDs. 

b. Around 100 hours of CCTV footage. 
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c. Additionally, we added some of our own actual photos for testing the 

system in real-time. 

4. The training dataset has a diverse variety of face characteristics, races, and 

ages, which contributes to FaceNet being a robust and accurate facial 

recognition system. FaceNet has shown cutting-edge performance on a number 

of facial recognition benchmarks, including the LFW dataset. 

5. Image Preprocessing: At image preprocessing stage use ‘PIL’ and ‘numpy’ 

module. It is a popular python module for image preprocessing. It uses 

different types of interpolation techniques. we resize the image into 160 by 160 

pixels and then convert it into array using ‘numpy’ module. 

6. Feature Extraction: We use ‘MultiTask Cascaded Convolutional Networks 

(mtCNN)’. It extractss feature in two stages, firstly bonding box coordinates 

after that ‘Inception ResNet V1’ is used for facial feature extraction. 

 

3.4. Implementation 

3.4.1. Algorithm / Pseudo code of the Project Problem 

 

1. Gather a dataset of image and CCTV footage for training and testing of the model. 

2. Extract frames from the CCTV footage using openCV. 

3. Extract relevant features from each image. Common features include facial 

features using mtCNN. 

4. Convert facial features into embedding and store it in database. 

5. Now extract Facial features from CCTV footage frame and get the embedding of 

the same. 

6. Compare embedding using facenet. 

7. Utilize the validation set to fine-tune the model's hyperparameters for enhanced 

performance.  

8. Evaluate the model's performance on the test set using metrics such as accuracy, 

precision, recall, and F1 score. 
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3.4.2. Screen shots of the various stages of the Project 

Step 1: Importing necessary libraries and data collection 
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Step 2: FaceNet Model Summary 

 

Figure 11: Summary of FaceNet model 

 

 

Step 3: Feature Extraction 

Feature extraction using MultiTask cascaded Neural Network is a 

common method in Face Recognition. The resulting extracted faces serve as 

feature vectors representing ndarray embedding. In CIS, these features are then 

used as input to Deep learning model for Criminal Identification. mtCNN-

based features are robust to different type facial characteristics and 

environmental conditions, making them well-suited for Face Recognition. 
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Figure 12: Feature Extraction 

 
   

 
 

Figure 13: Face Extraction 
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Step 4: Model Training 

Criminal Identification System (CIS) was performed using mtCNN, 

FaceNet and SVM models. The pre-trained FaceNet model is trained using a vast 

dataset of over 200 million photos of faces, including images from the LFW 

dataset. After Than we train our mtCNN model on our custom dataset. 

 

 

Figure 14: mtCNN model training 
 

 
 

Figure 15: SVM Model Training
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Step 5: Face Embedding 

Face embedding refers to how a machine stores facial features extracted 

into a vector array. This vector array is then used to compare faces based on 

distance, similarity, or for face search purposes. 

 

Output: 

 
Figure 16:  Face Embedding
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Step 6: Frame Extraction from CCTV Footage: 

After training the models with an existing criminal database, we use the 

DeepFace library to extract frames from CCTV footage. DeepFace is a hybrid 

face recognition framework that incorporates state-of-the-art models such as 

VGG-Face, Google FaceNet, DeepID, ArcFace, Dlib, OpenFace, Facebook 

DeepFace, and SFace. 
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Figure 17: Frame Extraction 

 

Step 7:  Image Upscale 

Add an image upscale algorithm to raise the quality of older photos or 

those that have a lower resolution. The image upscaling function enhances the 

quality of the image by augmenting its resolution. It can be done using dedicated 

applications. By increasing the resolution of an image, it can improve its quality 

and make it look more like the original. 



30  

 

 
Output: 

 
 

Figure 18: Image Upscaling 

Step 8: Model Evaluation 

The Criminal Identification System (CIS) model was evaluated, showcasing 

their performance through accuracy, precision, recall, f-1 score and auc-roc curve 

plots. 

Performance Metrics: 

● TP: True Positive: Predicted value is correctly identified as an actual positive. 

● FP: False Positive: Predicted value is incorrectly identified as an actual positive. 

● FN: False Negative: Positive value is incorrectly identified as a negative. 

● TN: True Negative: Predicted value is correctly identified as an actual negative. 

 

Accuracy: 

This is one of the widely used performance metrics for assessing the proportion of 

correct outcomes. Accuracy is calculated by dividing the total number of correct 

outcomes by the total number of outcomes. 
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𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑁𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑐𝑜𝑟𝑟𝑒𝑐𝑡 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠

𝑇𝑜𝑡𝑎𝑙 𝑛𝑢𝑚𝑏𝑒𝑟 𝑜𝑓 𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑖𝑜𝑛𝑠
 

 

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝐹𝑃 + 𝑇𝑁 + 𝐹𝑁
 

Precision: 

It measures how close results are to one another. 

𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

 
Recall: 

It measure how system is identifying true positive correctly  

𝑅𝑒𝑐𝑎𝑙𝑙 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

 

F1-score: 

The F1-score is an indicator that balances precision and recall, producing a single 

score that reflects the harmonic mean of the two. It is especially useful when dealing with 

asymmetrical datasets in which one class vastly outweighs the other. 

 

𝐹1 − 𝑠𝑐𝑜𝑟𝑒 =
2 ∗  𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 ∗  𝑟𝑒𝑐𝑎𝑙𝑙

 

AUC-ROC Curve: 

 

The Receiver Operating Characteristic (ROC) curve shows how a 

model performs across various threshold levels. The Area Under the ROC Curve 

(AUC-ROC) serves as a measure of the model's overall performance. It represents 

a plot of recall versus the fall-out rate. 

𝑇𝑃𝑅 =
𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

 

𝐹𝑃𝑅 =
𝐹𝑃

𝑇𝑁 + 𝐹𝑃
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Figure 19: AUC-ROC Curve 

 

Confusion Matrix: 

It is a table used to assess the efficacy of a classification algorithm. It 

provides a comprehensive view of the algorithm's predictions compared to the 

actual outcomes. The matrix contrasts the predicted classifications against the actual 

classifications to show the number of correct and incorrect predictions for each 

class. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 20: Confusion Matrix
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Performance Matrices Comparison 

 

We compare different types of performance matrices like accuracy, 

precision, recall, f1-score to see how our model is performing for training dataset as 

well as test dataset. 

 

Figure 21: Performance Matrices Comparison 
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Chapter 4: Testing 

4.1.  Testing Strategies  

We have done Tests while done before testing our model. 

1. Ensured the correctness of functions which we are tested in our model like 

OpenCV, MTCNN, DeepFace, dlib, and FaceNet. 

2. Conducted comprehensive testing of the entire multiple face recognition. 

3. Using various datasets, we validated system functionality under various scenarios. 

4. Evaluated system performance using metrics like accuracy, precision, 

recall, and F1 score. 

5. Monitored and analyzed the results to measure effectiveness of the face 

recognition model. 

6. Summarized the testing process and outcomes. 

 

4.2.  Test Cases and Outcomes 

4.2.1. Detecting Face in live footage 
 

 

 

Figure 22: Single Face Detection using openCV 
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4.2.2. Detecting multiple Faces in Still Image 

 
Figure 23: Multiple Face Detection  
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Chapter 5: Results 

5.1. Discussion on the Results Achieved 

Our project “Multiple Face Detection” where we used 3 different models: 

mtCNN, FaceNet and DeepFace for training of our model. During the training 

process, our model discovers features and patterns and learns them for the 

identification purpose. The provided table presents the performance results for 

the system. 

 

Figure 24: Live Identification 

 

Table 2: Performance Report 

S. No. Performance Measure Dataset 

Train (%) Test (%) 

1 Accuracy 99.58 98.63 

2 Precision 99.60 98.86 

3 Recall 99.58 98.63 

4 F1-score 99.57 98.63 
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5.2. Comparison with existing model 

5.2.1. Accuracy comparison of different algorithm 

We compare our Multiple Face Recognition system with different face 

recognition models to see how our model is performing compared to them. 

 

Table 3: Accuracy Comparison Table 

S.No. Model Accuracy (%) 

1. OpenCV 93.00 

2. Haar-cascade 83.00 

3. Convolutional Neural Network (CNN) 96.00 

4. MultiTask Convolutional Neural Network (mtCNN) 98.20 

5. FaceNet 99.50 

6. Multiple Face Recognition (MFR) 99.61 

5.2.2. Application of the Major or Project 

Multiple Face Recognition has various applications across different 

domains due to its potential to enhance human-computer interaction, improve 

user experience, and provide valuable insights into human face recognition. 

Here are some notable applications of Multiple Face Recognition: 

1. Human-Computer Interaction (HCI): MFR can be integrated into systems to 

authenticate user. 

2. Education: MFR system can used to automate the attendance task. 

3. Access Control Systems: Can be used to manage access based on recognized 

faces in business buildings, government institutions, research facilities, as well 

as to get entry to residential areas. 

4. Security and Surveillance: Can be used in public spaces such as banks, railway 

stations, airports, bus stations and stadiums for enhanced security and 

monitoring, as well as crowed surveillances. 

5. Customer Recognition: Improving the shopping experience for customers by 

identifying and personalizing interactions based on previous visits or 

preferences. 

6. Healthcare: 

a. Patient Identification: Ensuring accurate patient identification for 
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electronic health records in hospitals and clinics. 

b. Security in Healthcare Facilities: Improving healthcare facility 

security by recognizing legitimate users. 

7. Traffic Management: Identifying and monitoring drivers for traffic 

management and law enforcement purposes. 

8. Law Enforcement: 

a. Criminal Identification: Assisting the police department in identifying 

and tracking individuals of interest. 

b. Surveillance Operations: Conducting surveillance with the ability to 

recognize multiple faces in real-time. 

9. Social Media and Online Platforms: 

a. Photo Tagging: Automatically tagging individuals in photos on social 

media platforms. 

b. User Verification: Improving online platform security by using facial 

recognition for user verification. 

 

As technology continues to advance, the applications of Multiple face 

Recognition are likely to expand, providing new opportunities for improving 

various aspects of human-machine interaction and understanding. 

5.2.3. Limitation of the Project 

While Multiple face Recognition (MFR) holds promise for various 

applications, it also has several limitations and challenges that need to be 

considered: 

1. Privacy concern: Multiple face recognition includes the possible breach of 

privacy in public settings, as well as the risk of unauthorized access and misuse 

of stored facial photos for sensitive personal data. 

2. Real-time Processing: Real-time processing is crucial for many applications, 

but some MFP models may have high computational demands, limiting their 

effectiveness in real-time scenarios, especially on resource-constrained devices. 
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Chapter 6: Conclusion and Future Scope 

6.1. Conclusion 

Evidence is available, and using sketches and other evidence, it is simple 

to identify the criminal at the crime scene. However, when a crime happens 

without evidence, the facial recognition system can be used to identify the 

criminals. These models play a crucial role in identifying the criminal after the 

incident has occurred. 

 

6.2. Future Scope 

Future work includes: 

• Training the given dataset on federated learning platform 

• Implementing Identification on recorded CCTV footage. 

 

The field of Multiple Face Recognition (MFR) is dynamic, and there are 

several areas for future research and development. Some potential areas for 

future work include: 

 

1. Cross-Cultural Adaptation: Improving the generalizability of MFR models 

across different background illumination, poses, image size, video length 

is a significant challenge. Future research could focus on developing 

models that are more adaptable to diverse images and videos contexts. 

2. Deep Learning Architectures: Further exploration of advanced deep 

learning architectures, such as transformer-based models or neural 

architectures designed for sequential data i.e., for video, could lead to 

improvements in MFR performance. These architectures may capture 

more complex features in the image and video data. 

3. Real-time Processing and Edge Computing: Enhancing the efficiency of 

MFR models for real-time processing and deployment on edge devices is 

crucial for applications in live verification, Identification, and other real- 

world scenarios. Future work could focus on optimizing models for speed 

and resource efficiency. 
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4. Continual Learning and Adaptation: Developing MFR models that can 

adapt and learn from new data over time is essential for maintaining 

relevance in dynamic environments. Continual learning approaches could 

enable models to adapt to different types of images and videos datasets. 

5. Unsupervised and Self-Supervised Learning: Investigating unsupervised or 

self-supervised learning methods for training MFR models could be 

beneficial, especially in scenarios where labeled training data is scarce. 

These approaches could leverage unlabeled data to pretrain models and 

then fine-tune them on smaller labeled datasets. 

6. Robustness and Bias Mitigation: Addressing biases in MFR models and 

improving their robustness across diverse image background and pose. 

Future research should focus on developing methods to mitigate biases and 

ensure fair and unbiased Facial feature extraction across different types of 

images and videos. 
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