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              ABSTRACT 

 

 
The Accurate prediction of stock prices plays an increasingly prominent role in the stock 

market where returns and risks fluctuate wildly, and both financial institutions and regulatory 

authorities have paid sufficient attention to it. As a method of asset allocation, stocks have 

always been favored by investors because of their high returns. The research on stock price 

prediction has never stopped. In the early days, many economists tried to predict stock prices. 

 

Later, with the in-depth research of mathematical theory and the vigorous development of 

computer technology, people have found that the establishment of mathematical models can 

be very good, such as time series model, because its model is relatively simple and the 

forecasting effect is better. Time series model is applied in a period of time 

 

 

The scope gradually expanded. However, due to the non-linearity of stock data, some 

machine learning methods, such as support vector machines. Later, with the development of 

deep learning, some such as RNN, LSTM neural Networks, they can not only process non- 

linear data, but also retain memory for the sequence and retain useful information, which is 

positive. It is required for stock data forecasting. This article introduces the theoretical 

knowledge of time series model and LSTM neural network, and select real stocks in the 

stock market, perform modeling analysis and predict stock prices, and then use the root 

mean square error to compare the prediction results of several models. Since the time series 

model cannot make good use of the non-linear part of the stock data, can’t perform long- 

term memory, and LSTM neural network makes better use of non-linear data and has better 

use of sequence data. Useful information in the long-term memory, which makes the root 

mean square error of the prediction result, the LSTM neural network needs smaller than the 

time series model, indicating that LSTM neural network is a better stock price forecasting 

method. The time series for stock prices belong to non-stationary and non-linear data, 

making the prediction of future price trends extremely challenging. 

 

In order to learn the long-term dependence of stock prices, deep learning methods such as 

the LSTM method are used to obtain longer data dependence and overall change patterns of 

stocks. This thesis uses 5000 observations from S&P500 index for empirical research, and 

introduce benchmark models, such as ARIMA, GARCH and other research methods for 

comparison, to verify the effectiveness and advantages of deep learning methods. 
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                     INTRODUCTION 

 
As a high-risk and high-return market, the stock market has always been closely watched by 

investors( Daubechies , I. 1992), and stock forecasting has always been a research topic of 

great concern to researchers. In addition, the stock market is an important part of my 

country's financial market, it reflects the operation of the national economy, and the 

operation of the stock market has an important impact on the operation of the national 

economy. 

 

Although the issue of predictability of stocks has always been controversial, the study of 

stock forecasts still helps us understand the laws of some market changes and 

development(Fama, E. F., &Blume, M. F. (1966)). With the advancement of science and 

technology, a large amount of financial data has been retained(Fama, E. F., & French, K. R. 

(1988)), providing a solid data foundation for the analysis of the stock market; at the same 

time, the continuous development and updating of algorithms has provided a powerful tool 

for people to analyze the stock market(Faria, G., & Verona, F. (2018), Ferreira, M. I., 

&Santa- Clara, P. (2011), Gençay, R., Selçuk, F., & Whitcher, B. (2002)). 

 

 

As an important part of a country's economy, the stock market provides a financing and 

investment environment for the country's companies and investors. Predicting the future 

performance of the stock market can not only provide investors with investment advice, but 

also help companies formulate financing plans, there by promoting the healthy 

development of the economy(Campbell, J. Y., &Thompson, S. B. (2008)). 

 

At the same time, establishing a stable investment portfolio based on the forecast results 

combined with the portfolio theory can help investors to further improve their investment 

returns. Therefore, it is a very meaningful problem for stock market forecasting and 

investment portfolio method research. With the beginning of reform and opening up in 

1978, real economy is advancing all the way and developing rapidly, which also makes the 

financial industry is booming. 

 

 

Investors pay more and more attention to the allocation of financial assets. In addition to 

savings and debt, relatively traditional investment and financial management methods such 

as securities, stocks, as a new method of asset allocation, have gradually become a new key 

for investors. 

 

The first stock in human history, the stock started in 1611 and was created in Amsterdam, 

the Netherlands. The subject of the transaction is the East India Company in the 
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Netherlands, which was established in 1602 (Campbell, J. Y., & Vuolteenaho, T. (2004)). 

Investors usually adjust the allocation of investment assets to reduce their own decision- 

making risks, this makes it very important for investors to predict the price of stocks or 

other financial assets. 

 

It is a challenging problem to accurately predict when and how to allocate asset budgets at 

that time, because there are many factors that can affect stock prices, such as the 

company’s asset allocation or operating conditions, the impact of economic and political 

policies in related industries, and the occurrence of emergencies and currency exchange 

rates, etc.(Jiang, F., Lee, J. A., Martin, X., & Zhou, G. (2019)). Therefore, many investors 

have used technology and quantitative methods to try to predict the fluctuation of asset 

prices. 

 

 

These methods include finding a relatively suitable model from historical market data and 

at the same time finding the best time for accurate investment decisions. The issue of 

whether the stock market trend is predictable has been controversial for decades. Stock data 

is a classic time series. Many researchers have used time series models for forecasting, such 

as ARIMA or GARCH models, but the assumptions of classic time series models are 

relatively high. For example, the series needs to be stable and linear. 

 

 

However, there are many factors that affect the stock price of stock data, which makes the 

stock data itself not stable and linear. Although the difference method can be used to smooth 

the sequence, the difference operation also causes data loss, which makes the traditional 

time series model have greater limitations in forecasting. With the development of computer 

science and artificial intelligence, more and more researchers choose machine learning 

models for prediction, such as support vector machines, perceptron models, etc. Because 

they can handle nonlinear data, especially support vector machines. This model has a non- 

linear kernel function, so it has been used by the majority of people in the industry for a 

period of time. 

 

 

The stock market not only reflects the development of the country's economy but also 

provides a basis for the country to formulate the next economic policy. There search on the 

stock market has a long history. At present, the representative stock investment theories 

include: random walk theory, modern portfolio theory, efficient market hypothesis, 

behavioral finance and evolutionary securities and so on. Among them, many empirical 

studies show that the efficient market hypothesis does not holding emerging markets such as 

China. 
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Therefore, many researchers began to use statistical models, such as differential integrated 

moving average auto regression(ARIMA), generalized autoregressive conditional hetero 

skedasticity (GARCH) and other models to predict stock prices and obtained some better 

prediction results. This has led many researchers to develop various statistical models to 

predict future changes in stock prices. 

 

 

However, because the statistical model itself has many assumptions, and many of these 

assumptions are not satisfied in practical applications, it has been difficult for statistical 

models to achieve good results. Subsequently, the wide application of the classic machine 

learning model has led many scholars to apply the model to stock price forecasting, and at 

the same time compare the traditional statistical model. 

 

 

The classical machine learning model avoids many assumptions of the statistical model and 

has efficient nonlinear learning ability, which makes the performance of the model much 

better than the statistical model in stock price prediction. Subsequently, people began to 

utilize classical machine learning models to further improve the out-of-sample performance 

of stock price prediction. 

 

 

 

 

With the development of deep learning neural networks, people have gradually realized 

that neural networks can be used as a new predictive method: First, neural networks have 

low data requirements and do not require strict assumptions; at the same time, it can also 

choose non-linear activation. 

 

 

The function converts the linear mapping into a nonlinear mapping, and then through the 

processing of the hidden layer, it further enhances its ability to process nonlinear data. 

However, the general neural network does not make much use of the time sequence. Each 

network layer is performing calculations at the same time, ignoring the time sequence of 

the data. 

 

 

 

 

Therefore, the Recurrent Neural Network (RNN) was born. The connection of the same 

layer completes the task of extracting data sequence. Of course, RNN also has its own 

shortcomings. For example, if there are too many hidden layers, RNN will not have too 

much memory for information from a long time ago. Therefore, in 1997, Hochreiter and 

Schmidhuber proposed a long and short-term memory neural network model and introduced 
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the concept of "gate", which solved this problem well. 

 

 

With the rapid development of computer information technology, electronic trading is 

becoming more and more mature, making it possible to process massive high-frequency 

trading data. Due to the rapid increase in the amount of data that can be processed and the 

substantial enhancement of computer hardware, deep learning technology stands out from 

many machine learning models and performs significantly better than classical machine 

learning models. 

 

 

In recent years, deep learning technology has been successfully applied to fields such as 

natural language processing, speech recognition and image processing(Addison, P. S. (2002), 

Avramov, D. (2002), DeMiguel, V., Garlappi, L., Nogales, F. J., & Uppal, R. (2009)). As the 

core model of deep learning technology, the deep neural network model has attracted the 

attention of scholars and has become a research hotspot in recent years. Moreover, the model 

is completely data-driven and does not require preconditions, and at the same time has 

efficient nonlinear learning capabilities, which makes the model much better than the 

classical machine learning model. 

 

 

Therefore, some scholars have turned to various neural network models to predict the rise 

and fall of stock prices, and have achieved good results. At the same time, the model is also 

widely used in other financial fields, such as quantitative stock selection, algorithmic 

trading, high-frequency trading, etc. 

 

 

Then, continuing to study how to apply this model to stock market forecasting more 

efficiently is of great significance to both investors and researchers. Thus, in this paper, we 

will introduce a mixed approach, combing traditional time series method and deep learning 

method to predict stock prices. The innovation of the article emphasizes the long-term 

dependence of LSTM on performance to improve accuracy, and the mixed approach can 

improve the robustness of the model. 

 

 

Stock market forecasting is the act of trying to determine the future value of shares of 

companies listed on exchanges or other investment targets. The stock market has multi-scale 

properties. The so-called multi-scale refers to the existence of multiple data at different time 

intervals in the stock market. For example, taking stock price data as an example, there are 

not only short-term real-time price data per second, every minute, and hour, but also daily, 

weekly and even real-time price data. 
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Monthly mid-term average stock price data, these prices may have different patterns of 

change at different scales. Stock market forecasting research is usually based on stock 

market data under a certain scale. After analysis, some patterns that recur in the data are 

extracted under a certain scale, so as to predict the movement trend of the stock market 

under this scale. Although data at different scales may have different changing laws, there 

is also a close interaction between them. If the data at different scales can be considered 

comprehensively, the state of the stock market can be described more accurately, and thus 

better forecasting the stock market. 

 

 

Traditionally, stock market forecasts need to be given by stock market researchers with 

 deep knowledge and extensive analytical experience. 

 

 

They make predictions on the future development direction of the stock market and the 

degree of fluctuations based on multi-source heterogeneous data such as foreign exchange, 

policies, events, and stock prices in the global economic data. Stock data is a classic time 

series, and many researchers have used time series models for forecasting, such as ARIMA 

or GARCH models(Goyal, A., &Welch, I. ,2003, Goyal, A., & Welch, I. 2008, Brock, W., 

Lakonishok, J., &LeBaron, B. 1992), but the assumptions of classic time series models are 

relatively high, such as the need for the series to be stationary and linear. 

 

 

However, the factors that affect the stock price of stock data come from many aspects, which 

makes the stock data itself not stable and linear. Although the difference method can be used 

to make the sequence stationary, the difference operation also causes data loss. , which 

makes the traditional time series model have great limitations in forecasting. 

 

 

With the development of computer science and artificial intelligence, more and more 

researchers choose machine learning models for prediction, such as support vector 

machines, perceptron models, etc., because they can deal with nonlinear data, especially 

support vector machines , the model has a nonlinear kernel function, so it has been used by 

the majority of people in the industry for a period of time. The structure of this paper is 

described as follows. 

 

 

The first chapter is the introduction, which mainly introduces the research background, 

research significance, research development, and the main research content. The second 
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chapter is the literature review including the traditional time series methods and the 

theoretical basis of the deep learning methods. Chapter 3 introduces data sources, 

preprocessing methods and model construction, as well as parameter optimization methods 

and evaluation guidelines. Chapter 4 is the case analysis, modeling according to the stepsof 

the previous chapter, and making the forecast of the stock price sequence. Then, this paper 

compares the advantages and disadvantages of each model. Finally, the chapter 5 is the 

conclusion and implication of the paper. 
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LITERATURE REVIEW 

 
Research in finance has explored how stock markets are affected by their multi- source and 

heterogeneous data on some scales. Multi-source heterogeneous data in the stock market 

means that the data of the stock market includes data from different sources such as the 

stock market, the foreign exchange market and even the weather system, as well as the 

structure of stock prices, trading volumes, and stock news, announcements and social 

networks. and other unstructured data. 

 

In particular, the efficient market hypothesis believes that information from various sources 

in the stock market will have an impact on the stock market, while behavioral finance 

believes that financial markets are explained, studied and predicted from the individual 

behaviors of traders and the motivations that produce such behaviors. the trend and extent of 

price fluctuations. These studies point out that the internal mechanism of the stock market is 

very complex, similar to Brownian motion. 

 

 

Combining the multi-source heterogeneous data in the stock market can more accurately 

classify and predict the stock market state. With the vigorous development of the stock 

market, it continues to generate a large number of multi-source heterogeneous data of 

various scales. 

 

 

The traditional idea of relying solely on experts to analyze and predict has been difficult to 

meet the needs of industry development(Guo, H. 2006 ,Haven, E., Liu, X., & Shen, L. 2012). 

In order to quickly analyze massive stock market data and assist or even completely replace 

investors in making stock market investment decisions, a large number of researches on stock 

market forecasting based on information technology have emerged. 

 

 

These studies have also contributed to the rapid development of quantitative funds that rely 

on automated computer analysis to execute and even make investment decisions entirely on 

their own(Chen, J., Jiang, F., & Tong, G. 2017). 

 

Obtaining accurate stock price forecasts can more effectively avoid future risks for decision 

makers; for regulators, it can strengthen the control of the stock market, regulate and guide 

the stock market in a timely manner, and contribute to the sustainable development of the 
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economy. 

 

Development provides firm confidence and strong guarantees. The so-called stock price 

forecast is to use various scientific methods to predict the development prospects of the stock 

market through the regularity of the development of the stock market and its history and 

status, relying on a large amount of stock market information and accurate statistical survey 

data(Dangl, T., &Halling, M. 2012). 

 

For decades, scholars have explored various forecasting methods. Therefore, reading about 

relevant research and summarizing and classifying these forecasting methods has certain 

positive significance for further research. 

 

Stock data is a classic time series, and many researchers have used time series models for 

forecasting, such as ARIMA or GARCH models,(Inoue, A., &Kilian, L. 2004,Jaffard, S., 

Meyer, Y., & Ryan, R. D. 2001), but the assumptions of classic time series models are 

relatively high, such as the need for the series to be stationary and linear. 

 

However, the factors that affect the stock price of stock data come from many aspects, 

which makes the stock data itself not stable and linear. Although the difference method can 

be used to make the sequence stationary, the difference operation also causes data loss. , 

which makes the traditional time series model have great limitations in forecasting. 

 

With the development of computer science and artificial intelligence, more and more 

researchers choose machine learning models for prediction, such as support vector 

machines, perceptron models, etc., because they can deal with nonlinear data, especially 

support vector machines , the model has an on linear kernel function, so it has been used by 

the majority of people in the industry for a period of time. Predicting stock prices or other 

financial asset prices is very important to investors because investors usually reduce their 

decision-making risk by adjusting the allocation of investment assets. 

 

 

It is a very challenging problem to accurately predict when and how to allocate the asset 

budget at that time, because there are many factors that can affect the stock price, such as the 

company's asset allocation or operating conditions, and the impact of economic and political 

policies in related industries. , the occurrence of emergencies and the exchange rate of 

currencies, etc. 

 

Therefore, many investors have used technical and quantitative methods to try to predict the 

volatility of asset prices. These methods include finding relatively suitable patterns from 

historical market data, as well as pinpointing the best time to make investment decisions. 

The question of whether the stock market is predictable has been debated for decades, and 

there is still no conclusion. 
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           PROGRESS OF STOCK PREDICTION 

 
The research on stock behavior was first conducted by Bachelier in 1900. He used random 

walks to express stock price trends. Fama tested that stock price changes are characterized by 

random walks. Malkiel and Fama studied valid market assumptions in 1970 and found that all 

new information will be reflected in asset prices immediately without delay. 

 

Therefore, changes in future asset prices have nothing to do with past and present 

information. From their perspective, predicting future asset prices is considered impossible. 

On the other hand, many studies try to prove effective market hypotheses experimentally, 

and empirical evidence shows that the stock market can be predictable in some ways. 

 

 

In traditional time series models, parameter statistical models are used for forecasting, such 

as ARMA model, ARIMA model and vector autoregressive model, etc., to find the best 

estimate. Virtanen and Yliolli used six explanatory variables to estimate the Finnish stock 

market index, including the lagging index and macroeconomic factors in an econometric 

model based on ARIMA. Work(Clark, T. E., & West, K. D. 2007) proposed a stock price 

prediction system based on ARIMA in 2014, which has been tested in the listed stocks 

originated from the Stock Exchange in New York and the Stock Exchange running from the 

country Nigeria. 

 

 

Then the ARIMA model is regarded as a high potential model for forecasting short-term 

series. Although econometric models mentioned above can easily describe and evaluate the 

relationship between large amount of variables through inference in the view of statistical, 

however these methods still have owned limitations for time series analysis in domain of 

finance. 

 

 

 

 

Firstly, they assume that the model structure is linear, and they cannot capture the non-linear 

nature of stock prices. In addition, these models all assume that the data as a constant value, 

although the actual time series for finance are full of noise and have time-varying oscillation. 

Because of its ability in nonlinear mapping and induction, it has been widely used. 

 

 

Many experts try to model financial time nonlinear models, such as multi-layer neural 
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networks and support vector machines(SVM) with nonlinear kernel functions. They are 

differences from traditional economic models. Neural networks lack of a strict model 

structure and a series of apparent assumptions. 

 

 

As long as there is enough data, it can be modeled. Work from proposed two mixed models 

to predict, combining ANN with exponential generalized ARIMA, and later predicted the 

volatility for S&P500 index return for the year 2012. Their calculation results show that the 

mixed model has lower test errors and its performance is better than the non-mixed single 

model. Kristjanpoller et al. merged the generalized autoregressive conditional 

heteroscedasticity model (GARCH) and ANN in 2014, and proposed a prediction model for 

the volatility in the Latin American market, and showed that this model is superior to the 

GARCH model (its MSE is smaller). 

 

 

Work(Cochrane, J. H. 2007) from proposed a hybrid model of neural networks, random 

forest and support vector regression (SVR) in 2015 to predict the Indian stock market. 

Agarwal and Sastry combined the RNN neural network into two kinds of linearization 

models with ARMA and exponential smoothing function in 2015, and predicted stock 

returns. 

 

 

The experimental results show that the predictability has been greatly improved, and the 

improvement is mainly contributed by the RNN neural network. For recent studies, LSTM 

neural networks that are properly built to learn temporal module have been widely used in 

various tasks of time series analysis. 

 

 

The reason why LSTM is advanced than traditional RNN is that it solves the problem that 

RNN neural network fails to solve, that is, the problem of gradient explosion and gradient 

disappearance, and it can learn effectively through storage units and "gates", and is useful 

for information for long-term memory. 

 

Therefore, many experts have used LSTM to conduct a lot of research on financial time 

series modeling. In experiments, LSTM is superior to support vector machines due to the 

addition of emotional features, so that the accuracy of predicting the opening price of the 

next day has been significantly improved (from 78.57% to 87.86%). 

 

 

The work fromDai, Z. F., Dong, X. D., Kang, J., & Hong, L. (2020b) used the textual data 

from the newspaper at Nikkei as the input of the LSTM neural network, and combined with 
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the time series data in stock market to predict the opening price of 10 selected companies. 

 

 

A trading strategy based on the predicted results is simulated. The experimental results show 

that the model has a higher profit value than the trained model only with stock data. When 

using deep neural networks (DNN) for financial time series analysis, researchers are more 

concerned about the problem of overfitting. 

 

Within a year, we can collect only about 252 data points per day. DNN has a good 

representation ability, because they learn the highly complex nonlinear relationship 

between variables, so the model has a high accuracy on the training set, but this makes the 

model prone to overfitting. 

 

 

In order to improve the generalization ability of the model, many researchers have 

conducted research on regularization methods such as L1 andL2regularization, Dropout, 

early stopping, and reducing learning rate. 

 

 

These method scan avoid the problem of overfitting. For artificial neural networks, 

reducing the sizeof the neural network can also prevent overfitting, but since larger and 

deeper networks can solve more complex problems, there must be enough data to use deeper 

and larger networks. Therefore, the data enhancement method becomes a two-pronged 

method that can reduce the degree of over-fitting and improve the accuracy of generalization 

at the same time. 

 

 

However, this method is widely used in image processing problems. Unlike image data, data 

enhancement of financial time series is not a simple matter. Image data enhancement can be 

achieved through a variety of transformation techniques. 

 

For example, transformation-based data expansion methods will distort the original data to 

generate new composites. Therefore, although data enhancement of financial time series is of 

great significance in improving the performance and robustness of deep learning models, it 

has limited academic attention. 

 

 

If the dimensionality of the input data is reduced and used as input in a neural network, 

information loss may occur. An important advantage of deep learning is that it can learn 

features from the input data itself. However, for RNN neural networks, as the number of 

network layers continues to increase, the earlier the input data, its influence on the output 
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results will be more and more weakened due to the increase insequence length, which leads 

to the RNN neural network 

 

 

Long-term memory of information is weak. Hochreiter and Schmidhuber in their 1997 paper 

"Long Short- Term Memory", they proposed the LSTM neural network for the RNN neural 

network's inability to solve the long-order dependence of the time series. 

 

They introduced the "gate" in the LSTM neural network. concept. Felix et al. optimized the 

LSTM neural network in 2000. Considering that the memory storage unit of the neural 

network will increase with the increase of the sequence length, which may cause the 

network to collapse, they proposed to add a forgetting gate inside the LSTM neuron. 

 

 

At this point, the prototype of the LSTM neural network has been completed. The LSTM 

neural network can control the transmission of input data through input gates, forget gates 

and output gates, and maintain the independence of the output of the memory storage unit 

and the result output, so that the sequence can retain important information during 

transmission and maintain it for a longer period of time memory. Therefore, the application 

of LSTM neural network in the prediction of financial time series has become more and more 

extensive 
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          TIME SERIES MODEL 

 
Stationary time series are divided into strictly stationary time series and wide stationary time 

series. Below we introduce their definitions. Strictly stationary time series provide important 

theoretical significance, but it is difficult to obtain the joint distribution of random sequences 

in the actual research process. 

 

Therefore, in order to better use in practical applications, researchers have defined a 

relatively weak wide stationary time sequence. Researchers choose to use the characteristic 

statistics of the sequence to define wide stationarity, which can make the constraint 

conditions a little looser. 

 

 

By ensuring the stationarity of the low-order moments of the sequence to ensure that the 

sequence can be approximately stationary. Time series analysis also belongs to the field of 

statistics. It can also analyze the population through samples like statistics. 

 

 

And from the statistical theorems, we canknow that the number of random variables is 

directly proportional to the complexityof the analysis, and the sample size is inversely 

proportional to the accuracyof obtaining the overall information (obviously the sample 

information obtained whenthe population is selected as the sample is Overall information, 

but such an operationis obviously unrealistic). But time series data has its peculiarities. For a 

time series {···, X1, X2, · · ·, Xt, · · · }, its value Xt at any time t is a random variable, and 

sincetime is one-way, it cannot be repeated , So we can only get one sample value 

inthisway, which leads to too little sample information for statistical analysis. 

 

 

But if wehave the concept of stationarity, this problem will be solved. 
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Principles of the ARMA model 

 
Autoregressive moving average model (ARMA model) is the most commonlyused time 

series model. According to different conditions, it can be divided intothefollowing three 

types of models: autoregressive (AR) model, moving average (MA) model and ARMA 

model. 

 

 

Most of the data in real life is not stable. We need to smooth the data. BoxandJenkins 

proved that the difference method is an effective smoothing method. Therefore, applying the 

difference method to the ARMA model will result in the well- known ARIMA model. 

 

 

The following article will introduce the general modeling steps of the 

ARIMA model. 

 

 

(1). Sequence stationarity test: First, as with any data analysis, we should draw a time series 

graph and check whether the image has an obvious trend; then, we also need to draw a 

correlation graph, by observing whether the ACF image is rapidly reduced to 0 is used to 

judge the stationarity; finally, if the data does not have stationarity, then the difference 

method is needed to smooth the data. 

 

 

(2). Determine the order of the model: After an appropriate degree of difference(d), we then 

need to determine the order p, q of the model, usually using ACF diagram and PACF 

diagram to determine the order, in order to make the result more accurate Using Akaike 

Information Criterion (AIC) or Bayesian Information Criterion (BIC), the smaller the value 

of AIC and BIC, the more correct the choice of model order. 

 

 

 

 

(3). Model checking is mainly divided into two parts. The first part is the significance test of 

the model. It is usually chosen to test whether the residuals belongto the white noise 

sequence. The second part is the parameter test. We choose the quotient of the estimated 

coefficient and its standard deviation as the test statistic, which is usually compared with the 

critical value of the T statistic significance of 5%(that is, 1.96). If the absolute value of the 

test statistic is greater than 1.96, the null hypothesis is rejected, indicating that the coefficient 

is not significant, otherwise, the coefficient is significant and the model meets the 

requirements 
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     DEEP LEARNING 

 
Although the various forecasting methods mentioned above can achieve a rough forecast of 

future stock price changes, they cannot achieve accurate forecasts. This is because my 

country's stock market is still in an immature state of development, and many factors such as 

national economic conditions, macroeconomic policies, and investors' psychological 

expectations in the short term will affect stock prices to some extent. 

 

Therefore, in future forecasts, various factors should also be considered comprehensively, 

such as the fundamentals of the operating enterprise, technical indicators, etc., in order to 

achieve the investment goal of maximum profit or avoidance of maximum risk. The 

traditional methods to forecast stock include qualitative econometric methods and machine 

learning methods. 

 

 

The stock price series can be regarded as complex and time series with much nonlinearity, 

so using qualitative econometric models cannot achieve the higher forecasting ability. In the 

machine learning algorithm, due to the unique structure and learning mechanism of neural 

network, domestic and foreign scholars have gradually increased the research on using it to 

predict stock prices and trends. 

 

 

 

 

In recent years, with the continuous development of deep learning, deep neural network has 

gradually been applied to the fields of image, speech and finance. It can extract high-level 

abstract features from a large amount of original data without relying on prior knowledge, 

and has stronger learning ability and generalization ability. 

 

 

Especially the LSTM neural network, which is a kind of cyclic neural network in the deep 

learning algorithm, has a special gate structure, and has the characteristics of good 

selectivity, memory and internal influence of time series, which can process financial data 

sequences more effectively. Stock forecasts offer new ideas. This article attempts to use 

LSTM neural network for stock price prediction. 

 

The essence of the BP neural network algorithm is the error gradient descent method. The 

core idea is: First, the input signal of the learning sample (normalization operation is usually 

performed) is sent to the input layer, and then passed to the output layer through the hidden 

layer, and after the calculation of the output layer, thecorresponding predicted value is 

output. 
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When the error between the predicted value and the true value (expected value) does not 

meet the preset target accuracy requirements, the network will feed back the error 

information from the output layer to the input layer, and adjust the weights and thresholds 

between each layer. 

 

 

Repeatedloop iterations gradually reduce the error between the output value of the 

networkandthe expected output value of the sample until the set number of cycles or 

accuracyrequirements are met. At this time, the learning process of the network ends, 

andtheoptimized weights and thresholds are obtained (Intrinsic relationship), and then 

basedon the intrinsic relationship, extract the input information of the unknown 

sampletoobtain the mapping (prediction) of the unknown sample(Conrad, J., &Kaul, G. 

(1998), Cowles, A., 3rd (1933), Dai, Z., Zhou, H., Wen, F., & He, S. (2020a)). 

 

 

2.3.1 Fully connected network Fully-connected network (fully-connected network, or 

feedforward network) is akind of non- Linear model. It adds nonlinear functions (such as 

tanh, sigmod, ReLU, etc.) after the linear transformation and realize the function of non- 

linear function. 

 

 

 

 

Figure 1 shows a simplest fully connected network structure, including input layer, hidden 

layer and output layer: the input x from the input layer to the hiddenlayer undergoes a linear 

transformation and then undergoes a non-linear transformation. 

 

Figure 1 Schematic diagram of a fully connected network h1 W1x 

b1;z acth1 ;o W2 z b2 

 

(1) Among them, x R n is input and o is output. W1 , W2 , b1 and b2 are theparameter to be 

learned. W1 and b1 are the parameter of the hidden layer andW2 and b2 are the parameter of 

the output layer. act is a non-linear activation function, such as tanh, sigmod and ReLU, etc 
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Due to the introduction of the nonlinear activation function, the fully connectedlayer has the 

ability to fit the nonlinear function, and thus has a larger model capacity. A neural network 

with a wider stack (larger hidden layer dimensions) and deeper (more hidden layers) can fit 

more complex nonlinear functions. 
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                       Convolutional Neural Networks 

 

 
Convolutional neural networks (convolutional neural network, CNN) are widelyused in 

image processing related tasks (such as image classification, target detection, object 

recognition, etc.), has also been applied to natural language speech processingand speech 

processing tasks. 

 

 

The fully connected network requires correspondingparameters for each dimension of data. 

For image tasks, using a fully connectednetwork will cause a lot of parameters and a huge 

model, which is not conducivetotraining and deployment use. The convolutional neural 

network uses a smaller tensor as a parameter (called the convolution kernel) in the input. 

 

 

The input height and widthdimensions are sliding processing, and the input at different 

positions shares thisparameter. This method is used to save province model parameters. 

Convolutional neural networks include convolution operations, nonlinear transformation and 

poolingoperations. 

 

 

Processing the image information is an example to illustrate the calculation process of the 

convolution operation. For the input picture I RH WC , where I is the picture, H is the height 

of the film, W is the width of the picture, Cisthe feature number of the picture, and its three 

primary colors (R, G, B) are generallyused. 

 

 

 

 

The color value of as its characteristic, that is, C = 3, the whole picture is athree- 

dimensional tensor. Parameters of convolution operation, that is, the convolutionkernel is g 

R kkCCout , where k is the size of the convolution kernel and Cout is thenumber of output 

features, also known as number is a four-dimensional tensor. Then, the convolution 

operation is k k I g i, j I i m, j n g m k , n k m k m k (2) The size of the convolution 

kernel and the number of output features need tobedesigned by the network designer, and 

there is also a step size (stride), voidrate (dilation), filling method (padding) and other 

parameters can be designed/selected. The convolution kernel size is the size of the area that 

can be sensed bytheconvolution operation. 

 

 

When k H , the convolution kernel sees the entire picture. It degenerates into a fully 

connected network. The step size indicates that theconvolution kernel is slipping. The step 
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length of each sliding in the dynamiccalculation process. Filling means adding specific 

elements around the output imageto control the size of the output. 

 
 

 

 

 

A topological structure of BP training, and good performance has been obtained in many 

experiments. A small part of the image called the local receptive area in CNNs is used as the 

bottom input of the hierarchical structure. 

 

 

Information is transmitted through different network levels, so the salient features of 

observation data that are invariant to translation, zoom, and rotation can be obtained at each 

layer. Deep learning has been widely used into large amount of pattern classification tasks. 

Although this field is in the early stages of development, its development will undoubtedly 

give an boost to machine learning and AI domain. 

 

 

At the same time, there are still some specific tasks that are not suitable for processing, such 

as language recognition. The features extracted by generative pre-training can only describe 

potential voice changes, and will not contain enough distinguishing informationbetween 

different languages; iris recognition, etc. The problem of patternclassification where the 

sample contains only a single sample is also a task that cannot be completed well. 

 

 

Deep learning still has a lot of work to be studied. In terms of models, whether there are other 

more effective and theoretically based deep model learning algorithms and exploring new 

feature extraction models are worthy of in-depth study. In addition, effective parallel training 

algorithms are also a directionworth studying. 
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                               Recurrent Neural Network 

 

 
We treat RNN as a type of recursive neural network which takes sequential dataas input, 

recursively in the direction of sequence evolution, and all nodes areconnected in a chain, 

which aims to identify sequential features and use previouspatterns to predict the next 

possible situation , The structure is shown in Figure 3. 

 

 

 

 

Inorder to solve the problems of RNN, LSTM is proposed, as shown in Figure 4. A special 

storage unit is designed so that it can remember the input historical information for a longer 

period of time. LSTM is composed of 3 gates, and the input gate You can control whether 

new inputs are allowed, and the forget gate controls which unimportant information is 

ignored, and finally the information is output through the output gate. 

 

 

 

 

The network can learn the long-term dependence of the input data well and remember the 

historical data information for a longer period of time. LSTM The forward propagation 

algorithm of LSTM is similar to RNN. It takes a timeseries of length T as input data. Each 

time the time step advances, the output result isupdated. The backward propagation algorithm 

of LSTM is also similar to that of RNN. 

 

 

 

 

Beginning at the end, the gradient of each parameter is gradually calculated inthereverse 

loop, and finally the network parameters are updated with the gradient of eachtime step. 

Both RNN and LSTM can process time series data to learn timedependence, and have been 

widely used in the field of time-space sequence predictionresearch. 
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                 METHODOLOGY 

 

 
.Of course, stock market prediction technology has great economic value for stock market 

investors and investment institutions, helping investors and investment institutions to make 

profits and avoid investment risks. But the value of stock market forecasting technology is 

far more than that. 

 

 

From a social perspective, stock market forecasting technology can prevent systemic risks in 

the financial market, helprationally allocate social funds, and contribute to the harmonious 

and stabledevelopment of the economy. Stock data has its own characteristics, and the 

existingforecasting technology methods are not fully used, so its research brings 

newchallenges to the technology. 

 

 

In particular, the multi-scale and multi-sourceheterogeneous prediction technology can not 

only be used for stock market prediction, but also has broad application prospects in many 

fields such as personal healthstateprediction, energy demand prediction and website traffic 

prediction. This researchnot only has important socio-economic value, but also has 

important academic researchvalue. 

 

 

The multi-scale property of stock market data refers to the existence of data at different time 

intervals, and the data at different scales will reflect the stockmovement state of different 

time periods. Large-scale stock market data can reflect the long-term movement state of the 

stock market, and small-scale stock market datacan reflect the short-term movement state of 

the stock market. 

 

 

Data of different scaleshave associated information and their own unique information. In 

order to describethe current market state more accurately, it is necessary to comprehensively 

consider stock market data of multiple scales. However, most of the existing researches 

onlyfocus on the single-scale data of the stock market. This can lead to less-than- 

expectedforecast performance due to an inaccurate description of the state of the stock 

market. How to effectively use multi-scale data is the key to accurately describe and predict 

the market state. 
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                               DATA SOURCE 

 

 
This article selects S&P500 index through yahoo finance, and the transactiondata for each 

trading day from September 26th 2001 to September 24th 2021. 

 

Thedata includes 5000 observations. The selected data are divided into two parts. First part 

occupied 70% of the selected data to train the model , and the remaining observations are 

considered to test and validation. 
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                                METHODOLOGY 

 

 
The volatility of stock prices is controlled by the trend of the stock, but is alsosensitive to 

many other factors. 

 

Due to the relative stability and predictability of theintrinsic value of stocks, the factors that 

have impacts on the stock market pricemainly include the following aspects: 

1. Macro factors; 

2. Industrial and regional factors; 

3. Company factors; 

4. market factors. 

 

 

This article predicts the closing indexof the S&P500 rather than specific company stock 

price forecasts, so aside fromthemore microscopic industry and company factors, it mainly 

focuses on the influenceof macroeconomic factors and market factors. 

 

Macroeconomic factors refer totheimpact of macroeconomic environment and its changes 

on stock prices, includingregular factors such as cyclical fluctuations in macroeconomic 

operations and policyfactors such as monetary policy implemented by the government. 

 

This article predictsthe daily data of the S&P500 closing index, mainly focusing on the 

impact of monetary policy and other policy factors on stock prices. There are two types of 

stock price forecasting methods: qualitative analysis andquantitative analysis. 

 

The qualitative analysis method is the fundamental analysismethod, which is a subjective 

analysis method relying on the experience of financial practitioners. 

 

This thesis is a numerical prediction of the daily closing index of the S&P500 rather than a 

trend judgment of price fluctuations, so this thesis mainly focuses on the literature review of 

quantitative analysis methods. 

 

Numerical data-based stock market forecasting research uses numerical data onacertain time 

scale in the stock market, such as sky-level index prices and stock pricevolume data, to 

predict specific stocks or other investments in the stock market onthesame scale. 

 

Predict the future price of the underlying. According to the focus of theresearch, these studies 

can be divided into research on the characteristics of numerical data stock market forecasting 
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and research on the numerical data stock market forecasting model. 

 

 

In order to build our model, in addition to the traditional ARIMAmodel, thisarticle will also 

use the LSTM model. The model in this article uses 70%of the datafor training, and the 

remaining 30% of the data is used for testing. For training, weuse Root Mean Square Error 

and Adam algorithm to optimize the model. 

 

This Articlewill use Stata12 to calculate the ARIMA and GARCH model and use Matlab for 

thetraining. 
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                             ARIMA MODEL 

 

 
As the stock data is noisy, we must first perform stationarity test on the stocksequence. The 

test method is to observe the sequence diagram, autocorrelationdiagram, and partial 

autocorrelation diagram of the sequence first, and then do a unit root (ADF) test to test its P 

If the sequence is non-stationary, then we choose thedifference for smoothing. 

 

After determining the order of the difference, confirmthat it is a stationary sequence, which 

can be used to determine the order of the model, that is, p, q. This article chooses to use the 

BIC value to determine Order. After thedetermination is completed, the model is tested, 

mainly the LB test, to confirmwhether the residual is white noise. If it is, then the model 

passes the test and we canmake predictions. 
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                Single Feature LSTM neural network 

 

 
This model chooses the s&p500 return as the only input feature. First, it isnecessary to test 

the stationarity of the closing price series: generally choose to drawatime series diagram first, 

and check whether the image has an obvious trend; then, we also need to draw a correlation 

diagram, and through observing whether the acf imageis quickly reduced to 0 to judge the 

stationarity; then perform the ADF test; finally, if the data does not have stationarity, then the 

difference method is needed to smooththedata 

 

.After smoothing the data, you can construct a single-feature LSTMneural network. This 

article chooses a three-layer LSTM network, that is, there is onlyonehidden layer, and the 

input layer has 20 neurons, so that it can process 20 days of stock prices , Because we are 

calculating the closing of the next day, so the output layer has only 1 neuron, which is used to 

output the stock price of the twenty-first day. 20 is chosen because after n-fold cross- 

checking, 20 is found to be the optimal parameter 
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                                GARCH model 

 

 
In the 1980s, Engel proposed ARCH (auto regressive conditional heteroskedasticprocess) 

model, which is an autoregressive conditional heteroskedastic process model, can be used to 

make such predictions. The ARCH model defined by Engel. 

 

 

The GARCH model hold an idea that the variance for the change of return canbepredictable, 

not only the latest information, but also the previous conditional variancewill have an 

affection on the conditional variance. In order to simplify the calculation, the risk metrics 

proposed by the JP Morgan Group's risk management company uses a simple and practical 

GARCH(1,1). 
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                        Mixed model construction 

 

 
The mixed model is constructed by ensembling three models including ARIMAmodel, 

Garch Model and LSTM model. The innovation of the article emphasizes thelong-term 

dependence of LSTM on performance to improve accuracy, and ensemblecan improve the 

robustness of the model 
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                            Estimator parameters 

 

 
Since the ultimate goal of stock market forecasting is profit, howto correctlyevaluate the 

model and select the model with the best profitability is very important instock market 

forecasting. 

 

 

The current stock market forecast research generally adoptsa two-stage model evaluation 

method: first, the performance of the model is evaluated,and then the model with the best 

performance is selected to evaluate the profitabilityof the model. 

 

 

The performance evaluation of the stock market forecasting model usually adopts the 

classification evaluation indicators, such as the accuracy rate andF1 value, and the 

profitability of the stock market forecasting model is estimatedbyvarious simulated trading 

algorithms. 

 

 

 

 

There may be a lack of consistency betweentheabove two evaluation methods, that is, the 

profitability of the model with the best classification evaluation performance is not 

necessarily the best. This inconsistencycan lead to the improvement of stock market 

forecasting models without valuableguidance. How to reduce this inconsistency and improve 

the validity of model evaluation is a difficult point in stock market research. 
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Mean Absolute Error (MAE) 
 

 

 

 

Mean Square Error (MSE) 
 

 

Root Mean Square Error (RMSE) 
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                              Results and discussion 

 

 

                                     Arima process 

 
The ARIMA time series model is a differential processing of the autoregressivemoving 

average model. Its main methods are modeling, evaluation, verificationandcontrol, which are 

expressed as ARIMA(p, d, q). 

 

The main idea of the model is toregard the known data as a random sequence when it is 

formed in the order of timedevelopment, and then describe the random sequence by 

mathematical modeling. Time series values predict future values. 

 

This project chooses the closing price sequence as the time sequence, 

andthesequence diagram of the closing price sequence is shown in 

Figure 5: 

 

 

 

As observed in the above figure, it can be seen that the stock price fluctuatedtoacertain extent 

during the period, and it was not stable. Observing the sequence diagram of the sequence, we 

can consider the data tobenon-stationary. 
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In order to confirm our conjecture, we then draw the autocorrelationgraph and the partial 

autocorrelation graph, as shown in Figure 6: 

 
 

 

 

 

 

 

 

 

As can be seen from figure above, the ARIMA model is not very effective inpredicting 

stock data, the error fluctuates between +7.2 and -2.6, and the upwardor downward trend is 

basically the same as the change trend of the original data. 
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                                             GARCH process 
 

 

 

 

 

 

 

 

 
As can be seen from Figure 7, the Garch model is better than the single ARIMAmodel in 

predicting stock data. For the Garch model, the error fluctuates between+2.1~-0.6, but the 

error is basically concentrated between +1~-1, the rising or fallingtrend is almost the same as 

the change trend of the original data , and even haveoverlapping intervals. 

 

It can be seen that the Garch model is stronger than ARIMAmodel's prediction of stocks in 

both the accuracy of stock prediction and the trendof stock changes. 
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                                       LSTM process 

 
Traditional neural networks, neurons in the same hidden layer are not connected to each 

other, and this structural defect directly leads to their poor performance in dealing with 

certain problems. This shortcoming becomes especiallyacute when dealing with time series 

and speech recognition problems whereinformation is contextualized. The emergence of the 

recurrent neural network solvesthis problem very well. 

 

The neurons in the same hidden layer are connected toeachother, which can effectively 

obtain the contextual information of the data. The output of the recurrent neural network is 

determined according to the input and the previousrelated information, so it can play its 

short-term memory when dealing withtimeseries problems. Although the effect of recurrent 

neural network in dealing with time seriesproblems is very good, there are still some 

problems. 

 

 

The more serious one is that gradient disappears or explodes easily in the processing of 

long-termspan problems. Causes the phenomenon of small memory value. After the cyclic 

neural networkisexpanded, it can be regarded as a multi-layer feedforward neural network 

witheachlayer sharing the same weight parameters. Although it keeps trying to learn the 

longterm dependencies of sequences, actual research finds this to be a difficult task indeed. 

 

 

Long-term reliance on signals tends to become very weak and highly susceptibletoshort-term 

signal fluctuations. There is a multiplier of the derivative of the activationfunction in time- 

based backpropagation, and the continuous accumulation will causeuncontrollable problems. 

 

 

Although it can be solved theoretically by adjustingtheparameters, it is found that this 

problem is difficult to solve in practice, so it still needsto be optimized from the structure. 

This leads to its improved structure - the LSTMneural network.Next, we can start the 

construction of the LSTM neural network. The first is thedetermination of several 

parameters. 

 

After n-fold cross-validation, we choose thehidden layer to have 10 neurons. The number of 

iterations is selected 50 times, andeach 72 sample data is formed into a batch for training, 

that is, batchsize = 72, Adamalgorithm is used as the optimizer of the model, the learning rate 

is 0.001, andthetraining set data is randomly scrambled. 

 

Use the MSE indicator as the loss functionof the model for training. Figure 8 is the training 

diagram of the neural network. It canbe seen from this diagram that after iteration, the loss 
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function of the model decreasesquickly and tends to converge. It can be seen that the 

prediction model is morereasonable. 

 

This chapter chooses the traditional time series model and the LSTMneural network model to 

construct the stock price model and make predictions. First, theARIMA model is used, and 

only the closing price sequence is stabilized, the model isdetermined, and the model is 

checked. 

 

 

Finally, the stock price forecast was made; thena new forecast of the stock price was made 

using the GARCH model; at this point, theapplication of the traditional time series model 

ended. Next, using the same data, theLSTM neural network with single-feature input and 

multi-feature input wasconstructed, the number of layers was selected and the neurons were 

determined, andwhen the model parameters were trained to meet the standards, predictions 

of closingprices were given. Finally, the mean square error (MSE) of each model was 

calculatedseparately to compare the models. 

 

 

We are going to leverage the model of LSTM into traditional financial timeseries 

forecasting, and a stock forecasting model based on long short-termmemoryneural network 

(LSTM) is established. The absolute error and the coefficient of determination were 

evaluated, and a better prediction effect was obtained. It provesthe feasibility of deep 

learning in financial time series forecasting, which can guidethe investment behavior of 

institutions and individuals to a certain extent, andprovides new ideas for stock forecasting 

research. 

 

 

Firstly, an ARIMA model was established based on the closing index sequence. The input 

feature was the closing index of the previous day. The MSE of the initial test was 2.185, and 

the average error rate was 4.48%. After hyperparameter tuning, the prediction effect was 

significantly improved, and the MSE dropped to 1.213, andthe average error rate is reduced 

to 3.19%. During the test period, the average yieldfluctuation of the closing index was 

0.62%, which was far lower than the optimal forecasting effect of the model. 

 

 

It can be considered that the forecasting effect of theARIMA model on the S&P500 is 

extremely poor and has no practical significance. At the same time, to a certain extent, it 

shows that there are many factors affectingthefluctuation of stock prices, and the historical 

price of the S&P500 closing indexcannot fully reflect the relevant information of the stock 

market. 
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Secondly, the optimal prediction effect of the GARCHmodel after hyperparameter tuning is 

MSE of 1.923 and an average error rate of about 1.65%inthe test period, which are both 

better than the prediction evaluation indicators of theARIMA model, indicating that the 

comprehensive index of historical transactioninformation (SH index) ), 

 

 

Investor Sentiment Composite Index (IS Index) andMonetary Policy Composite Index (MP 

Index), compared with a single sequence of closing indices, they express more information 

on the S&P500, and the three-factor forecast model has good practical significance. 

However, the average error rate at thistime is still higher than the average yield volatility of 

the closing index of 0.62%, andthe applicability of the GARCH method to the forecasting of 

the Shanghai CompositeIndex still needs further investigation. 

 

 

Finally, examining the predictive ability of the LSTM model established basedon 13 original 

indicators after tuning the hyperparameters, it can be found that theMSE between the 

predicted value of the model and the actual value during the test period was 0.876, the 

average error rate was further reduced to 0.40%, andthepredictive ability was significantly 

better. The MSE of the Mixed Model is 0.412andthe average error rate is 0.27% 

 

 

 

 

Base on Table1, the MSE and Average Error Rate of each model was calculatedseparately 

for comparison between the models. It can be seen that the MSEvalue andAverage Error 

Rate of the Mixed Model is the lowest, so it can be clearly seen that theMixed Model is 

better than the traditional time series model. 
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                                       Conclusion 

 
The importance of the stock market to a country's economy will make the typesof stock price 

forecasting methods continue to develop and grow, and will continuetobe derived from the 

development of other disciplines. 

 

 

In the development process of the follow-up forecasting method, it is necessary to 

continuously explore and deeplystudy the characteristics of the stock market, so as to make 

the model closer to reality, expand the applicability of the method, and obtain better 

forecasting accuracy. Because stock data is affected by economic factors, political factors or 

environmental factors, the law of its change is elusive, and the cycle of the lawof change is 

difficult to determine. 

 

 

Therefore, the model still needs a lot of historical data and selection of appropriate variables 

for analysis to obtain the desired results. Inthe traditional ARIMA model, when analyzing 

complex stock markets, its predictionresults are not particularly ideal, and there are still 

certain errors in price prediction. As a technology in the field of deep learning, neural 

network can solve non-linear problems well. LSTM neural network is optimized on 

traditional neural networkandintroduces the concept of "gate", which enhances the long-term 

memory ability of themodel , Which enhances its generalization ability. 

 

 

Therefore, the application of LSTMneural network in analyzing financial-related time series 

data is promising. Based on the understanding of traditional time series analysis and 

RNNandLSTM neural network, this paper constructs a stock price prediction model 

basedonLSTM neural network. 

 

For better comparison, we also established a traditional ARIMA model for comparison. As 

the neural network has a good predictive effect onnonlinear problems, this article chooses the 

optimized neural network-LSTMmodel, and also chooses the use of single-feature and multi- 

feature input models toseekbetter prediction results. 

 

 

The traditional time series model focuses on the role of timein stock forecasting. However, 

certain errors will occur when the model deals withcomplex nonlinear stock data, and the 

model does not consider other factors, such as economics and politics, so the prediction error 

of the ARIMA model will be large. 

 

Next, this thesis considers the ARIMA model, the GARCH model, and the singlefeature 
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input LSTM model that can handle nonlinear data, but they all have unconsidered problems, 

and their prediction results will also appear to be certain The error. The multi-feature input 

LSTM model not only takes into account the influence of external factors, but also can 

process non-linear data, and its prediction performance is better. 

 

Through the result of the prediction, we can see that the prediction result of the mixed model 

is the best. 

 

For the work of this article, the following points can be summarized: 

(1) Carry out the steps of smoothing, model ordering, and model checking on our stock 

data, and finally establish the ARIMA model and predict the stock price; 

(2) Carry out the steps of smoothing, model ordering, and model checking on our stock 

data, and finally establish the GARCH model and predict the stock price; 

(3) Construct an LSTM neural network, determine the number of neural network layers 

and neurons, and train the parameters; 

(4) Construct a mixed model to predict stock prices. 

(5) Compare the prediction results of the above models. 
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                                  Implication 

 
The prediction model studied in this article is based on the LSTM neural network, and 

preliminary results have been obtained. However, due to objective factors such as research 

time and data sources, there is still a lot of room for research in this article. There is still 

much to be done for the model constructed in this article. 

 

Update and improvement, the follow-up work mainly includes the following aspects: 

(1)Handling of abnormal values 

Because stock market has a certain degree of speculation and is also susceptible to policy 

influences, there are often skyrocketing and plummeting situations. This leads to outliers in 

the stock data we obtain. There are many reasons for the occurrence of outlier points in 

stock data, which cannot be obtained by quantitative analysis. This makes the problem 

unable to simply use the LSTM neural network constructed in this article. Therefore, some 

methods to deal with outliers can be used to perform data processing. Noise reduction, such 

as wavelet transform, Fourier transform, etc. 

 

(2) About feature selection 

 

The number of features of the data set obtained in this article is not very large, and for real 

stock data, in addition to the features in the stock market, can you use other features, such as 

corporate financial reports; also, because the stock market is affected by policy Larger, using 

the application of LSTM neural network in text learning and text sentiment analysis, can we 

obtain some features from news and financial reports, so as to enable the model to make 

corresponding judgments on stocks in an economic sense, thereby improving the accuracy of 

our predictions rate. 

 

(3) About model optimization 

 

When constructing the neural network model, whether the number of hidden layers is small, 

and whether more hidden layers will have better prediction results, this is also the lack of 

research in this article. 
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