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In this era with advent of technology people are predominantly using machine 

learning, deep learning and big data for predicting stock Market trends and the 

practice has become more prominent than ever 

fetched a lot of attention recently with the advent of new mobile applications 

which have made the trading process for one very easy breaking all the previous 

stereotypes. Currently millions of millennials are piling into the sto

Recently even in this pandemic era market capitalization reached a record 95 

trillion dollars setting an all time record [1]. 

In our work we have used Reinforcement learning algorithm and Genetic 

Sequence Algorithm for Stock Price Prediction an

error of as low as 0.0428. 
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ABSTRACT 

In this era with advent of technology people are predominantly using machine 

learning, deep learning and big data for predicting stock Market trends and the 

practice has become more prominent than ever because stock markets have 

fetched a lot of attention recently with the advent of new mobile applications 

which have made the trading process for one very easy breaking all the previous 

stereotypes. Currently millions of millennials are piling into the sto

Recently even in this pandemic era market capitalization reached a record 95 

trillion dollars setting an all time record [1].  

In our work we have used Reinforcement learning algorithm and Genetic 

Sequence Algorithm for Stock Price Prediction and obtained a mean square 
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Chapter 01 

INTRODUCTION 

 

1.1 PROJECT INTRODUCTION

 

Forecasting stock prices has been a challenging task for business analysts, 

researchers and individuals for quite some time now. 

proved to be an interesting and challenging field of research in recent times 

because of the various external factors such as social, economical, political and 

psychological factors proving to have such an influential margin. Mo

factors associated with the stock market are non linear and vary with time thus 

predicting market trends can be a tricky affair.

An investor needs to have appropriate knowledge before investing in stocks. If 

an individual lacks appropriate knowle

great financial loss. There are various prediction techniques being used for 

appropriately predicting stocks. Mainly two methods are conventionally known 

for predicting stocks which do not require any computational 

analysis. The two widely known methods are Fundamental and Technical 

Analysis. 

 

Fundamental Analysis: For determining the precise value of a product one needs 

to have an accurate and reliable financial report from the company, it’s very

important to know about the financial situations and competitive robustness of a 

company [2]. The data is needed to make an investment decision. “If intrinsic 

value exceeds the market evaluation it holds, invest otherwise and keep away 
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Forecasting stock prices has been a challenging task for business analysts, 

Predicting stock prices has 

proved to be an interesting and challenging field of research in recent times 

because of the various external factors such as social, economical, political and 

psychological factors proving to have such an influential margin. Most of the 
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value exceeds the market evaluation it holds, invest otherwise and keep away 
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from it as a substandard investment ”. There are other parameters like book 

value, ROI, earnings etc [3, 4].  All the factors should be carefully evaluated for 

making a viable business decision. Fundamental analysis is mostly useful in the 

case of predicting long term. It’s mostly useful because of it’s structured 

approach and capability to forecast modifications [5]. 

 

Technical Analysis: In Technical Analysis the decision is made by investors on 

the basis of continuously altering factors with respect to different factors. 

Different quantitative parameters are used generally to make predictions such as 

indices, daily ups and downs and stock value etc. Rules can be extracted from 

the data which are further used by investors to make predictions. Same chart can 

result in different predictions [6]. Technical analysis is useful in both long and 

short term analysis. It is also preferred over fundamental analysis data as system 

input. 

        

Fig 1. Analysis of Stock market 
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1.2 OBJECTIVES 

 

1.2.1 GROUND WORK IN STOCK MARKET 

 

In the stock market investors and buyers purchase and sell the shares of a 

company at a mutually obtained price. These prices depend on supply and 

demand. Basically share is a document issued by a company entitling the buyer 

to be the owner of the company. The buyer gets a dividend which can further be 

sold to earn profit. Stock Exchanges are for guaranteeing the payment thus 

ensuring security to the buyer. All these operations ensure the growth of the 

company by increasing production and employment. Stock must be listed to 

ensure its exchange. There are some constraints imposed on the companies who 

wish for getting listed. Stockbrokers are the ones having access to the stock data 

and are licensed to trade shares in the process charging a service fee. There are 

various financial instruments in which traders deal such as stocks and bonds. 

Stock market can be categorised into (1) Primary Market  (2) Secondary 

Market. 

 

1.3 MOTIVATION 

 

India is the home to the third largest stock market in the world. Stock can 

basically be defined as ownership in the company. They are a partisan part of a 

company's ownership. For example: If a company's ownership is distributed into 

100 parts and an investor buys a share of the company then that individual owns 

1 % of that company. Stock exchange is an automated system which works on 
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the basis of order. In case the number of people buying exceeds the  number of 

people selling, the price of the stock will increase and if the number of sellers 

exceeds the number of buyers, the price will decrease. The best buy order is 

when a certain stock reaches its peak price and best sell order is when a certain 

stock reaches its lowest price. The most profitable buy order and best sell order 

are basically counterparts to each  other.  In 2008 the derivatives total world 

market was evaluated at $791 trillion which is eleven times the magnitude of the 

world’s economy [8]. 

 

 

 

1.4 LANGUAGES USED 

This project makes use of the Python programming language for its 

implementation . The selection of Python was based on the availability of 

numerous inbuilt libraries, packages and functions. For this specific 

project python has many libraries like yfinance , keras , stremlit etc which 

makes the implementation and deployment process smooth.Libraries like 

plotly and matplotlib are used for plotting graphs for the results obtained. 
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Chapter 02 

Major Project SDLC 

 

2.1 FEASIBILITY STUDY 

 

2.1.1 FINANCIAL FEASIBILITY 

Our project does not take up any major financial investment, we just needed a 

decent computer system to make the machine learning models. Our app can 

work with the most basic of the smartphones, not being a financial burden on 

anyone. In the future we could only need PCs with better performance so that 

we can train our models on various other datasets thus making our prediction a 

little more accurate. The funds mostly involved will be one required for 

investing. 

 

2.1.2 TECHNICAL FEASIBILITY 

Stock investment is a need of an hour be it an engineer, doctor or business or in 

fact any working professional. From industrialist to common man everyone can 

or needs to invest in stocks because of the upcoming mobile applications which 

have made the process of trading very easy. Currently the primary investment 

tools like gold, bank FDs not keeping on mark with market inflation rates the 

stock investment becomes a much viable option. An app with a very basic User 

Interface can be used by anyone and can predict stock markets. We have used 

state of the art machine learning models which have comparatively boosted up 

the accuracy giving the most accurate predictions. 
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2.2 REQUIREMENTS 

 

2.2.1 FUNCTIONAL REQUIREMENTS ON MAJOR PROJECT 

The functional requirements are the specific demands the system should offer to 

the end-user so that users can accomplish their tasks. 

The functional requirements of this project are mentioned below. 

● The project provides an analysis of the stocks for the past years. 

● The yfinance package takes the information from yahoo finance and 

presents it in csv format. 

● The reinforcement learning algorithm and genetic algorithms should 

provide the predictions. 

●  The basic functionalities of the web app like slider bar for the number of 

years and plotting the result should be displayed on the localhost address. 

 

 

 

2.2.2 NON-FUNCTIONAL REQUIREMENTS ON MAJOR PROJECT 

The non-functional requirements are the non-mandatory requirements that 

enhance the quality of the project. Some are listed below: 

    i.          The project provides an accuracy of mean squared error of 

0.310 which is quite close to the targeted value. 

    ii.          The project can collect all stock data and make predictions in a 

few seconds. 



 

 

 

2.3 Use-Case DIAGRAM:

Fig 2. The Use case diagram of major project

 

 

Case DIAGRAM: 

Use case diagram of major project 
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2.4 DFD DIAGRAM:

Fig 3. Data flow diagram of major project

 

 

2.5  Prediction Techniques

 

Below mentioned are different methods for stock prediction and their 

comparative analysis. 

 

2.5.1 Holt winters 

2.5.2 Artificial neural network

2.5.3 Hidden markov model

2.5.4 ARIMA model 

2.5.5 Time series linear model

2.5.6 Recurrent neural Network

 

 

 

 

2.4 DFD DIAGRAM: 

Fig 3. Data flow diagram of major project 

2.5  Prediction Techniques 

Below mentioned are different methods for stock prediction and their 

neural network 

2.5.3 Hidden markov model 

2.5.5 Time series linear model 

2.5.6 Recurrent neural Network 
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Below mentioned are different methods for stock prediction and their 
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2.5.1 Holt winters 

 

Holt-winters [9] provides best use case where trend and seasonal factors are 

involved. Holt-winters basically have two variants:  

1) Additive Holt-Winters 

2) Multiplicative Holt-Winters 

Additive Holt-Winters is used for prediction tasks and Multiplicative Holt-

Winters is used when there is no persistent seasonal variation inside the series. 

Holt-winters show great accuracy in prediction and outperform various models. 

In case of short-term forecast the method used most frequently is Holt Winters a 

smoothing method which includes seasonal fluctuations and trends. Following 

removal of seasonal trends from the dataset a below mentioned function is 

returned and pre-calculation is made necessary for forecasting. 

 

 

    

                

Fig 4 Holt winter hierarchy triangle 
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2.5.2 Artificial neural network 

An Artificial neural network [10] is designed by taking inspiration from the 

neurological mechanism of the brain. It provides a great way to predict from 

large chunks of data. Using the method of backpropagation , ANN is mostly 

used to determine the stock prices' spikes and lows. Backpropagation uses the 

neural network of a multi-layer perceptron. The input layer involved is formed 

from a set of input nodes, various hidden layers of nodes as well as nodes in the 

output layers. The networks are often formed with raw data , such networks 

often make use of data derived from the previously discussed fundamental and 

technical analysis. A multilayer neural network is a network consisting of a 

number of hidden layers and an output layer at the end . The weights are used to 

propagate forward in the network and make predictions. The backpropagation 

algorithm is used to rectify the value of weights based on provided output so the 

result can be closest to the target value. 

 

 

 

                

Fig 5 Structure of a neural network 
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2.5.3 Hidden markov model 

 

The Hidden markov model [11] was first used for speech recognition tasks but 

is heavily used for stock prediction tasks currently.The simple analysis of trend 

of the market based on Hidden markov model because of the one day difference 

in closing value for a provided time duration. The model works in a way that 

finds hidden patterns  of the state of the stocks and probability values 

accordingly. HMM, a stochastic method, is usually taken to be the Markov 

process with hidden states. The parameters in the Hidden markov model are A, 

B and p. The Hidden Markov Model usually provides better optimization but 

the problem comes while evaluating and decoding. 

 

 

Fig 6 Hidden Markov Model 

 

 

 

2.5.4 ARIMA Model 
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The ARIMA model is used for identifying, estimating and diagnosing ARIMA 

models using time series data. It is the most important forecasting method. 

ARIMA models are a very important financial forecasting method. It is 

generally a linear summation of previous values and errors. ARIMA model has 

comparatively very small standard error and sturdy forecasting technique of 

financial time analysis but the model is usually suitable for short term 

predictions. 

                     

Fig 7 Arima model hierarchy 

 

2.5.1.5 Time Series Linear Model 

 

The linear time series model consists of  the dataset which is initially corporated 

and the model created reflects the property of the dataset. One of the advantages 

of LTSM is the actual dataset is inserted in the model using both traditional and 

seasonal data trends. tslm() is used in R programming to implement linear 

models and StlStock is used to remove seasonal trends. One of the parameters h 



indicates the number of predicted months. 

Fig 8 Time series model 

 

 

 

 

 

 

2.5.6 Recurrent Neural Network

 

The learning in Recurrent Neura

propagation, but the nodes work with feedback. Thus RNN models easily 

predict stock prices from the data received from recent history. The main 

advantage it has is of it’s past time points to the input layer. Although 

disadvantage in Rnn is that all those words are fed via a smaller bunch of nodes.

 

indicates the number of predicted months. 

 

2.5.6 Recurrent Neural Network 

The learning in Recurrent Neural Networks [K] takes place using back 

propagation, but the nodes work with feedback. Thus RNN models easily 

predict stock prices from the data received from recent history. The main 

advantage it has is of it’s past time points to the input layer. Although 

disadvantage in Rnn is that all those words are fed via a smaller bunch of nodes.
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l Networks [K] takes place using back 

propagation, but the nodes work with feedback. Thus RNN models easily 

predict stock prices from the data received from recent history. The main 

advantage it has is of it’s past time points to the input layer. Although the 

disadvantage in Rnn is that all those words are fed via a smaller bunch of nodes. 



Fig 9 RNN model 

 

 

 

 

2.6 Related Work 

 

Aparna Nayak [13] in her research paper using Boosted Logistic Regres

Decision Tree and Support Vector Machine obtained an accuracy of upto 70%. 

Yangi Li [14] in his research paper proposed a deep learning model where he 

was able to increase the recall by 50% ,precision by 40% and F1

44.78%.  

Waisat khan [15] in his research paper did a comparative study with and without 

political situation using various machine learning algorithms like Naive Bayes, 

Decision Tree and Multi Layer Perceptron where he observed an increase in 

accuracy by around 0-3% and using poli

increase in accuracy by around 20%. 

used a Long Short-Term memory network and deep neural network model and 

achieved an accuracy of 95%. 

Ya Gao [17] used LASSO, Principal 

prediction of stock prices and achieved an accuracy of around 68%.

Manish Agarwal [18] in his research paper built an evolutionary deep learning 

model for prediction of stock prices. The model was applied on HDFC, Yes 

Aparna Nayak [13] in her research paper using Boosted Logistic Regres

Decision Tree and Support Vector Machine obtained an accuracy of upto 70%. 

Yangi Li [14] in his research paper proposed a deep learning model where he 

was able to increase the recall by 50% ,precision by 40% and F1

in his research paper did a comparative study with and without 

political situation using various machine learning algorithms like Naive Bayes, 

Decision Tree and Multi Layer Perceptron where he observed an increase in 

3% and using political situation feature observed an 

increase in accuracy by around 20%. Guangyu Ding [16] in his research paper 

Term memory network and deep neural network model and 

achieved an accuracy of 95%.  

Ya Gao [17] used LASSO, Principal Component Analysis, LSTM and GRU in 

prediction of stock prices and achieved an accuracy of around 68%.

Manish Agarwal [18] in his research paper built an evolutionary deep learning 

model for prediction of stock prices. The model was applied on HDFC, Yes 
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Aparna Nayak [13] in her research paper using Boosted Logistic Regression, 

Decision Tree and Support Vector Machine obtained an accuracy of upto 70%.  

Yangi Li [14] in his research paper proposed a deep learning model where he 

was able to increase the recall by 50% ,precision by 40% and F1-Score by 

in his research paper did a comparative study with and without 

political situation using various machine learning algorithms like Naive Bayes, 

Decision Tree and Multi Layer Perceptron where he observed an increase in 

tical situation feature observed an 

Guangyu Ding [16] in his research paper 

Term memory network and deep neural network model and 

Component Analysis, LSTM and GRU in 

prediction of stock prices and achieved an accuracy of around 68%. 

Manish Agarwal [18] in his research paper built an evolutionary deep learning 

model for prediction of stock prices. The model was applied on HDFC, Yes 
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bank and State Bank of India dataset and achieved an accuracy of 63.59%, 

56.25% and 57.95%. 

Yauheniya Shynkevich [19] used sub-industry-specific and stock-specific news 

articles to predict stock prices. They also noticed that using two categories of 

new improves prediction accuracy in comparison methods. 

Kim Dongyoung[20] used Machine Learning and sentiment analysis based on 

SNS and news articles for predicting stock prices. They conducted a 10-fold 

cross validation method and achieved an accuracy of 80% and F1-Score of 0.8. 

Faten Subhi Alzazah [21] used text mining techniques rather than traditional 

deep learning and machine learning models to predict stock prices and as a 

result obtained an accuracy of 74.67%. The research paper also contains a 

comparative analysis of previously published research papers on stock 

prediction using machine learning and deep learning models. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter 03 



Implementation of the Project

 

 

3.1 Dataset Used In OUR Project

The dataset for this project was obtained from yahoo finance using yfinance package 

available in python language. Stock data for Google, Apple, Microsoft and Tesla was 

obtained from 2018 to present date using the mentioned package. This dataset 

contains attributes like Date, Opening , Closing , High ,Low etc which were used for 

prediction purposes. 

 

Fig 10 Part of the dataset used.

 

 

3.2 DATASET PRE-PROCESSING 

The data obtained using yahoo finance consisted of many attributes. Out of 

these attributes the Close attribute was used to make predictions. This attribute 

was then converted from 0 to 1 range to feed to the algorithms using minmax 

scaler. The training and test dataset were generated where the training size was 

65 percent and the remaining was test

consisting of 100 entries out of which the last value was taken as target value.

 

Implementation of the Project 

3.1 Dataset Used In OUR Project 

The dataset for this project was obtained from yahoo finance using yfinance package 

available in python language. Stock data for Google, Apple, Microsoft and Tesla was 

obtained from 2018 to present date using the mentioned package. This dataset 
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PROCESSING  

The data obtained using yahoo finance consisted of many attributes. Out of 

Close attribute was used to make predictions. This attribute 

was then converted from 0 to 1 range to feed to the algorithms using minmax 

scaler. The training and test dataset were generated where the training size was 

65 percent and the remaining was test data. This data was then split into chunks 

consisting of 100 entries out of which the last value was taken as target value.
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The dataset for this project was obtained from yahoo finance using yfinance package 

available in python language. Stock data for Google, Apple, Microsoft and Tesla was 

obtained from 2018 to present date using the mentioned package. This dataset 

tributes like Date, Opening , Closing , High ,Low etc which were used for 

 

The data obtained using yahoo finance consisted of many attributes. Out of 

Close attribute was used to make predictions. This attribute 

was then converted from 0 to 1 range to feed to the algorithms using minmax 

scaler. The training and test dataset were generated where the training size was 

data. This data was then split into chunks 

consisting of 100 entries out of which the last value was taken as target value. 
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3.4 ALGORITHM 

 

3.4.1 REINFORCEMENT LEARNING 

 

Reinforcement learning is a machine learning technique which can be used in 

place of stock price prediction. The learning takes place in an agent based 

surrounding the target being maximising record. Reinforcement learning does 

not require labelled data like it does in supervised way of learning. 

Reinforcement learning gels beautifully with primarily newer data. It uses the 

value function and the calculations are performed based on criteria of policy 

which is to be considered for action. 

The Reinforcement learning is customised as markov process: 

● Setting up an environment variable E and state S 

● Series of actions being taken by an agent A. 

● P(s,s’) => P(st+1=s’|st=s,at=a) becomes the probability of transition from 

a state s to s’ 

● R(s,s’) – Getting rewarded for a set of actions. 

 

3.4.1.1 STEPS FOR PREDICTING STOCK PRICES USING 

REINFORCEMENT LEARNING 

 

Reinforcement learning can have application in predicting the stock price for a 

specific stock making use of the concept of learning from previous year’s data, 

while working in an agent-based environment for predicting higher price returns 

on the basis of live environment. In the proposed method we have applied a Q 

learning model for predicting the stock price of the HDFC stock. 
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Algorithm for creating reinforcement learning model: 

● Importing all the packages 

● Agent creation that makes the decision 

● Defining basic functions for reading the data files, editing the input 

values, defining activation function etc. 

● Training the agent 

● Performance evaluation of the model 

The below figure denotes the Markov Decision process for the Q learning 

model for stock price prediction. 

 

 

 

 

Q learning model 

It consists of  a model-free reinforcement learning algorithm which is used in 

the environment where the agent learns what action to take under a certain 

situation. After every certain step there is a certain reward available which 

maximises the  expected value beginning from the initial state. 



Fig 11. Reinforcement learning flow diagram

 

 

 

 

3.4.1 Genetic Algorithm

A genetic algorithm is based on a search heuristic approach inspired by 

Darwin’s theory of natural 

,variation and selection. 

This algorithm is based on natural selection of the mates wherein the fittest 

individuals are selected for mating to produce offspring ,leading to passing 

down of superior genes. T

is met.  
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Fig 11. Reinforcement learning flow diagram 

3.4.1 Genetic Algorithm 

A genetic algorithm is based on a search heuristic approach inspired by 

Darwin’s theory of natural evolution.It is based on principles like heredity 

This algorithm is based on natural selection of the mates wherein the fittest 

individuals are selected for mating to produce offspring ,leading to passing 

down of superior genes. This process is repeated again and again until the target 

Genetic Algorithm TERMINOLOGIES 
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A genetic algorithm is based on a search heuristic approach inspired by 

evolution.It is based on principles like heredity 

This algorithm is based on natural selection of the mates wherein the fittest 

individuals are selected for mating to produce offspring ,leading to passing 

his process is repeated again and again until the target 
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● Fitness Functions:This function helps to determine how fit the individual 

involved is . Based on this decision the individuals are selected to pass 

down offspring. 

●  Individuals: Individual denotes an entity which consists of certain traits 

based on which they are made to compete. The fittest individuals are then 

selected for further generations. 

● Populations and Generations: A population is defined as a collection of 

individuals. Same individual can appear more than once inside this 

collection. On every iteration, the algorithm performs a series of 

computations on the present population to produce a new generation.  

●  Diversity :Diversity refers to the deviation of traits of an individual from 

a specific behaviour. A population has high diversity if the average 

variation throughout is large else it has low diversity. Diversity is 

important for genetic algorithms because it enables the algorithm to take 

more possibilities into account. 

●  Fitness Values : The fitness value denotes how likely the individual's 

traits are in sync with the target and hence determines whether the 

individual will be taken for mating or be filtered out during the iteration 

of the algorithm.  

 

 

 

Darwinian Natural Selection 

Here we describe three fundamental principles of the Darwinian natural 

selection process based on which our algorithm works. This is roughly 

identical to how natural selection occurs in the real world scenario ,when 

taking evolution into account. 

1. Heredity. This involves passing down the dominant characteristics to the 



28 

next generation.The children get the traits if the parent survives long 

enough. 

2. Variation. Variation is a way to include new traits in the process. This 

variation can help to reach the target more efficiently . Lack of variation 

can lead to identical offspring which are not able to reach the target hence 

leading to stagnation of the algorithm. New combinations of traits can 

never occur and nothing can evolve. 

3. Selection. There should be a mechanism wherein some individuals have 

the opportunity to be parents and pass down their genetic information and 

some don’t. This is typically referred to as “survival of the fittest.” Based 

on the principle that some traits are better for survival and can reach the 

target in an efficient way. 

 

 

 

ALGORITHM 

● Initialise. 

 Initialise a random population of N elements. 

● Selection. 

Process the fitness for those N elements 

Reproduction. 

Choose two parents with probability according to fitness. 

 Crossover—Mating is done to obtain a “child” by combining the DNA of 

these two individuals. 

 Mutation—Include mutation in the offspring’s DNA based on the given 

probability. 

Include the new offspring to the new population. 
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● Based on fitness score select  best genes and carry the process of 

reproduction 

● Replace the old population with the new one and return to Step 2. 

 

 

 

 

Web app 

A web application is used to display the results in an ordered manner . The web 

app was hosted on a local host and created using streamlit package in python.  

Streamlit 

Streamlit is an open-source package in python for building web applications for 

Data Science and Machine Learning. It can develop web apps and deploy them 

easily in an instant . Streamlit has a concurrent data flow, whenever there is 

some change in the code or there is some update, streamlit reruns the whole 

python script from top to the bottom. This takes place when the user interacts 

with the widgets like a select box or drop-down box or when there is some 

change in the source code.  

 

 

 

 

 

 

 

 

 

 

 



3.5   Screenshots of the various stages of the Project

 

Importing Libraries

 

 

 

 

Extracting data from yfinance 

 

 

 

 

Data preprocessing

Screenshots of the various stages of the Project 

Importing Libraries 

Extracting data from yfinance  

Data preprocessing 
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Applying Reinforcement learning

         

Applying Reinforcement learning 
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Applying Genetic algorithm

 

 

 

Applying Genetic algorithm 
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Using performance metrics and plotting it on a graph.

 

 

Web application Screenshots

 

 

Using performance metrics and plotting it on a graph.

Web application Screenshots 
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Using performance metrics and plotting it on a graph. 
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Chapter 04 

Results 

 

4.1 DISCUSSION ON THE RESULTS ACHIEVED

 

For testing purposes the dataset was randomly subjected to two different train 

and test split ratios 70:30 and 80:20. We observed that the model showed almost 

the same performance when subjected to two different train and test ratios. 

While applying Reinforcement learning to the HDFC stock dataset we observed 

a mean square error of 0.310 in 80

test split. Similarly we applied Genetic Algorithm on the HDFC stock dataset 

and obtained a mean square error of 0.0428 

test split respectively. 

 

 

 

Fig 12 Prediction and test score comparison for 70

reinforcement learning on HDFC Stock

4.1 DISCUSSION ON THE RESULTS ACHIEVED 

For testing purposes the dataset was randomly subjected to two different train 

and test split ratios 70:30 and 80:20. We observed that the model showed almost 

the same performance when subjected to two different train and test ratios. 

orcement learning to the HDFC stock dataset we observed 

a mean square error of 0.310 in 80-20 train-test split and 0.308 in 70

test split. Similarly we applied Genetic Algorithm on the HDFC stock dataset 

and obtained a mean square error of 0.0428 and 0.0517 in 70-30 and 80

Fig 12 Prediction and test score comparison for 70-30 train test ratio of 

reinforcement learning on HDFC Stock 
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For testing purposes the dataset was randomly subjected to two different train 

and test split ratios 70:30 and 80:20. We observed that the model showed almost 

the same performance when subjected to two different train and test ratios.  

orcement learning to the HDFC stock dataset we observed 

test split and 0.308 in 70-30 train 

test split. Similarly we applied Genetic Algorithm on the HDFC stock dataset 

30 and 80-20 train 

 

30 train test ratio of 



Fig 13  Prediction and test score comparison for 80

reinforcement learning on HDFC Stock

 

 

Similarly Reinforcement Learning and Genetic Algorithm were applied on 

different datasets like HDFC, Tesla, Google, Apple with different train and test 

split ratios and variable mean squared error was obtained.

We also observed that when compared to supervised and unsupervised machine 

learning, models like Random Forest and Logistic Regression Reinforcement 

learning and Genetic Algorithm proved to be accurate. We also noticed that if 

rigorous training is done on huge d

be more accurate than Linear time series models, Artificial Neural network, 

Recurrent Neural Network and ARIMA time analysis.

 
 
 
 
 

 

 

 

 

Prediction and test score comparison for 80-20 train test ratio of 

reinforcement learning on HDFC Stock 

Similarly Reinforcement Learning and Genetic Algorithm were applied on 

different datasets like HDFC, Tesla, Google, Apple with different train and test 

split ratios and variable mean squared error was obtained. 

o observed that when compared to supervised and unsupervised machine 

learning, models like Random Forest and Logistic Regression Reinforcement 

learning and Genetic Algorithm proved to be accurate. We also noticed that if 

rigorous training is done on huge descriptive datasets the models can prove to 

be more accurate than Linear time series models, Artificial Neural network, 

Recurrent Neural Network and ARIMA time analysis. 
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20 train test ratio of 

Similarly Reinforcement Learning and Genetic Algorithm were applied on 

different datasets like HDFC, Tesla, Google, Apple with different train and test 

o observed that when compared to supervised and unsupervised machine 

learning, models like Random Forest and Logistic Regression Reinforcement 

learning and Genetic Algorithm proved to be accurate. We also noticed that if 

escriptive datasets the models can prove to 

be more accurate than Linear time series models, Artificial Neural network, 
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4.2 APPLICATION OF PROJECT 

Our app possesses very wide applications. It can be used by various businesses, 

stock brokers, students, industrialist and salaried employees as well because 

everyone needs to invest and since everyone do not possess the right 

information required for investing in stock our Machine Learning algorithms 

based on Reinforcement Learning and Genetic algorithm can give one 

appropriate idea for investing in stocks. One who already has some knowledge 

can use our predictions to cross check and one who does not possess any 

knowledge can rely on our prediction as well. We are willing to create an 

Interface which can be used by a person of any age group with ease. 

 

 

4.3 FUTURE WORK 

 
In Future since other investing methods such as Fixed deposits, Gold and Land 

are not likely to cope up with the market inflation rate they will not be 

considered as a viable investing option thus significantly increasing the amount 

of people willing to invest. So in Future we can work on our app so that we can 

directly view the stock prices of different algorithms. We can also create a 

recommender system for someone who does not know a lot about investing. We 

can add various other functionalities such as creation of Demat Account and 

option of holding and buying of different stocks. The app we create can tell an 

individual about different prediction algorithms and all their accuracy so a 

person can act accordingly. 

If we talk about Genetic and Reinforcement models we clearly observed that 

with an increase in the amount of dataset it increases the accuracy of prediction 

so if we could arrange for more data the accuracy of our prediction is likely to 

increase. 
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