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ABSTRACT

Zinc Oxide (ZnO) has attracted significant attention due to its unique characteristics and
promising potential in various fields such as photo-detectors, sensors, LEDs and solar cells etc.
Optically, ZnO NWs are highly desirable due to their wide energy band gap (approximately 3.27
eV) and large exciton binding energy (approximately 60 meV) at room temperature. These
properties, along with their high surface-to-volume ratio, make ZnO NWs ideal for use in
optoelectronics. Additionally, its non-toxicity, bio-compatibility and variety of synthesis methods
make it more attractive. The objective of this study is to examine the growth and aging of ZnO
nanoparticles, as well as the influence of the chemical environment on these phenomena.
Additionally, the study explores the correlation between growth duration and temperature and

their impact on the optical characteristics of nanowires (NWs).

The scientific community has extensively documented the study of the temporal growth and
aging of nanoparticles, with numerous experimental and theoretical models available. However,
these studies often necessitate the use of intricate equipment, highlighting the importance of
proper handling. In this study, we employed a simple chemical approach to synthesize colloidal
nanoparticles (NPs) and examined their temporal growth and aging in the growth solution using
experimental and theoretical models. Our experimental procedures involved UV-vis and TEM
spectroscopy techniques to investigate the in situ growth of NPs. The results from both methods
demonstrate that nucleation occurs within 2 minutes in the growth solution, followed by the
growth of particles. Additionally, we also studied atomically balanced and unbalanced precursors
and discovered that atomically balanced reactions lead to the growth and aging of NPs, while
atomically unbalanced reactions result in the decoupling of growth due to the presence of excess
Zn environment around ZnO nuclei. Subsequently, we understood and modelled the growth of

NPs using a phase field model (PFM) for different sets of parameters at various time steps.

In addition, we investigated the impact of temperature variations on the morphological and
optical properties of ZnO nanowires. Our results indicate that even small changes in growth
temperature can result in significant modifications in the morphology of ZnO nanostructures. For
instance, a growth temperature of 70°C produced non-uniform structures, while broken and

hollow tips of NWs were achieved at a temperature of 120°C, and the formation of hexagonal

XV



NWs was observed at 90°C. We also discovered that changes in morphology or growth
temperature can alter the optical band gap, while still leading to the same number of defect states
at the same energy position within the band gap. Despite the same defect energy states at the

same energy position, they show a shift in their NBE emission peak.

Following the optimization of the growth temperature, we studied the impact of growth time. Our
findings indicate that perfect hexagonal nanowires were obtained at 90°C for up to 20 hours, after
which the cross-section of the nanowires began to show modifications from hexagonal to
cylindrical. Additionally, we observed bright boundaries of the nanowires and identified the
reason for their presence by recording their EDX spectra. The growth time at a specific growth
temperature had a negligible effect on the optical band gap, differing from the effect of growth
temperature, but demonstrated a significant effect on the NBE emission peak in PL-emission
spectra. Despite this, all the defect states remained pinned. Therefore, in conclusion, our study
highlights the significant impact of growth temperature and time on the morphological and
optical properties of ZnO nanowires along with the temporal growth and aging study of colloidal
NPs.
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CHAPTER 1

INTRODUCTION



1.1 NANOTECHNOLOGY

Nanotechnology refers to the scientific and engineering discipline that deals with the synthesis,
manipulation and modification of materials at the nanoscale level. The prefix "nano™ denotes a
scale of one billionth of a meter (10° m), and so nanotechnology deals with materials that possess
a dimension ranging from 1 to 100 nanometers. In addition to this, the size at which the properties
of materials start differing from the bulk one can be called as nanomaterials. For example, a
material with a dimension of 350 nm can also be classified as a nanomaterial if its properties differ

from those of its bulk counterpart at that very size value.

In 1958, physicist Richard Feynman presented a lecture titled "There's Plenty of Room at the
Bottom," in which he introduced the concept of nanotechnology. He explored the potential for
manipulating and organizing individual atoms and molecules to produce novel materials and
devices. Since then, the field of nanotechnology has advanced significantly and has numerous
applications in medicine, electronics, energy and other areas [1]. Further, the term
"nanotechnology" was first coined by the renowned scientist Professor Norio Taniguchi in 1981.
Moreover, the invention of scanning tunneling microscope (STM) in 1981 enables the visibility of

atoms and molecules in the materials.

Nanotechnology relies heavily on nanomaterials, which possess desirable features such as high
surface area, distinctive optical, electronic and mechanical properties, and their potential for
functionalization. These characteristics render nanomaterials appealing for various applications.
There are variety of semiconductor nanomaterials such as ZnO, GaN, CdS, TiO, ZnS etc. [2].
Their structural, electronic and elastic properties were successfully discussed by Hanada and by

many others [3]. Among all, ZnO is found to be more attractive due to its distinctive properties viz.

a) Broad energy band gap (~3.37eV).

b) High exciton binding energy of around ~ 60 meV.

c) Property of synthesizing in a diverse range of nanostructures, such as nanosheets,
nanowires (NWs), nanorods (NRs), nanotubes (NTs), nanoflowers, nanocombs, nanobelts,

nano rings and nano plates etc. [4][5].



d) ZnO is piezoelectric and pyro electric in nature due to its non-centrosymmetry crystal

structure.

Then, these properties makes ZnO highly attractive option for various optoelectronic applications,
such as AFM tip, FETs, LEDs, solar cells and energy harvesting devices [6]-[9].

1.2 ZINC OXIDE (ZnO)

Zinc oxide (ZnO) belongs to the I1-VI group of n-type compound semiconductors and has
numerous applications in the field of optoelectronics. Among various existing semiconductor
materials, zinc oxide (ZnO) has attracted a special attention from last three decades [10]. Despite
that, ZnO has a wide range of applications, ranging from cosmetics to the fabrication of electrical
devices, including photo voltaic, photo detectors, sensors, LEDs, solar cells, and devices that
required good transport properties of electrons [11]. The main reason for their extensive use lies in
its abundant availability, easy and low cost synthesis, bio compatibility and non-toxic nature as
cumulated in Figure 1.1. Nowadays, various exciting nanostructures (NSs) of ZnO such as
nanowires (NWs), nanorods (NRs), nanotubes (NTs), nanoflowers (NFs), nanoflakes (NFs) and
nanocombs (NCs) etc. are well known and have application in various optoelectronic device
fabrications. From all the listed nanostructures (NSs), researchers have their special interest on 1-
D NSs such as NRs, NWs because of their superior charge collection and transport properties [12].
The high surface to volume ratio, non-toxic nature, easy synthesis and bio-compatibility of the 1-
D ZnO makes it more attractive. Furthermore, ZnO is a piezoelectric in nature due to its non-
centrosymmetric structure and due to this it has wide applications in the piezoelectric sensors and
mechanical actuators [13], [14]. Despite being a topic of discussion for years, there are still
numerous unexplained phenomena. One such example is the shifts observed in absorbance and
emission spectra within the bulk regime. Thus, this study aims to examine ZnO nanoparticles (NPs)
and nanowires (NWs) with diameters larger than their quantum regime to ensure consistency and

gain a better understanding of these phenomena.
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Figure 1.1: Zinc Oxide: Properties and Applications.
1.3 BAND STRUCTURE OF ZINC OXIDE (ZnO)

Figure 1.2 illustrates the electronic band structure of ZnO NWs and NPs, which was determined
using a density functional theory approach [15], [16]. ZnO has direct band gap, as seen from its
electronic band structure i.e. valance band maxima and conduction band minima occurs at the same
value of %4’ for both NWs and NPs. The literature indicates that the band gap energy of Zinc Oxide
Nanowires (ZnO NWs) is slightly lower (3.26 eV) than that of nanoparticles (3.37 eV) [17]. The
lower band gap energy in ZnO NWs is due to the relaxed structure that is generated during the
calculation of the electronic structure in the theoretical treatment. This structure reveals that the
surface atoms of ZnO NWs contract inwards in the x-y plane, resulting in a decreased distance
between the center and the outermost atom. This decrease causes an increase in repulsion along the

z-direction, ultimately leading to a decrease in the band gap energy of the ZnO NWs [18], [19].

Nowadays, there are various theories that describe the energy band diagram of ZnO such as LDA,
LDA+U, GGA, greens functional method and first principles etc. [20], [21]. These theories were
developed to provide the accurate values of the band gap. The significance of calculating the band
structure provides us the information of various parameters such as: band gap, lattice parameters,
electron-hole masses, bulk modulus and elastic tensor of the materials etc. There are numerous

4



experimental methods to find the energy band structure of the materials such as: photo-emission
spectroscopy, LEED and X-ray induced photo absorption etc. To find the correct value of band gap

from the theoretical models are still a big issue.

q

M 0 o emees nemanss

Energy (eV)
o
Energy [eV]

Figure 1.2: The electronic band structure of ZnO (a) nanowires and (b) nanoparticles [15], [16].

1.4 SYNTHESIS METHODS

1.4.1 Synthesis methods for ZnO NWs/ NRs

There are several ways to synthesize ZnO NWSs/NRs on the variety of substrates [22]. To grow
NWs/NRs, the initial stage always involves the preparation of nucleus centers (nanoseeds) on the
substrate, followed by the growth of NWs/NRs. The seed layer is composed of a uniform coating
of ZnO NPs on the substrate, which can be produced using the sol-gel method [23], magnetron
sputter deposition [24] or thermal decomposition of Zinc Acetate in Ethanol [25]. The aim of this
layer is to act as a site for nucleation and facilitate the growth of NWs/NRs. The second step is to
grow NWSs/NRs on the seeded layer. As depicted in Figure 1.3, various techniques for growing
NWs on the seed layer have been documented in the literature. These techniques can primarily be



divided into two categories: vapour phase and chemical phase synthesis techniques. VVapour phase
synthesis technique leads to the growth of NWSs in closed chambers maintained at high
temperatures whereas chemical phase synthesis leads the growth at low temperature conditions.
Vapour phase deposition techniques involves the Physical vapour deposition (PVD) [26], Chemical
vapour deposition (CVD), Pulsed laser deposition (PLD) [27], Plasma assisted thermal evaporation
[23] Molecular beam Epitaxy (MBE), Template assisted growth [28] and Vapour liquid solid
(VLS) etc. whereas chemical phase technique consists the solution based methods, sol gel methods

and hydrothermal methods[29], [30], [31]. Below is a brief description of the provided methods:

Synthesis Methods

Vapour phase deposition Chemical method

Physical vapour
deposition

Sol-gel method

Chemical vapour

deposition Hydrothermal
method
Pulsed layer
deposition

Plasma assisted

thermal evaporation

Molecular beam
epitaxy

Figure 1.3: Synthesis methods for ZnO NWs.



(i) Physical vapour deposition (PVD)

Physical VVapour Deposition (PVD) is a method used for growing nanostructures that is based on
the Vapour Solid (VS) growth mechanism. In this method, source materials can be sublimated
without the use of any catalyst. PVD includes several techniques, such as thermal evaporation, Rf-
magnetron sputtering, ion plating and electron beam evaporation, all of which involve depositing
a thin film on a substrate at high deposition temperatures and under vacuum conditions. During
PVD, argon gas is commonly used as a sputter gas and a mixture of oxygen and argon is used as
the carrier gas at optimized ratios [32]. The PVD technique is particularly useful for preparing pure
ZnO NWs without using any catalyst [32]-[34]. One significant advantage of PVD is its ability to
provide a high level of control over the deposition process. This control enabling precise

adjustment of the size, shape and orientation of the nanostructures.
(if) Chemical vapour deposition (CVD)

Chemical vapour deposition (CVD) technique is preferable to prepare high quality 1-D NRs/NWs
on the substrate. In this method, a constant flow of carrier gas (Argon + Oxygen) is used to grow
ZnO nanowires in a chamber. Some studies in the literature have used gold catalysts to grow ZnO
NWs [35]-[37], while others have reported growth without the use of any catalyst [38], [39]. This
technique allows for precise control of the shape and size of the ZnO NWs, and it follows the
Vapour Liquid Solid (VLS) mechanism for growth. Here the reactants are present in the vapour
phase so it is quite easy to organize and rearrange the obtained NSs [40]. This technique requires
high growth temperature (> 500°C) along with constant carrier gas flow to produce less
contaminated products with well aligned morphologies. Li et al. discussed the synthesis of ZnO
1D NSs using catalyst such as gold and copper metals [31]. It was concluded that the choice of
catalyst affects the properties of the synthesized products. Additionally, this method can be used
to synthesize vertically aligned [36]-[38] and doped NWs [41][12].

(iii) Pulsed laser deposition (PLD)

This is widely used technique for the deposition of various NSs thin films without the requirement
of any metal catalysts. The process involves high-energy pulsed laser to ablate a rotating target

material and deposit it onto a substrate maintained at a high temperature, under low base pressure



(107 Torr). The mechanism lying behind this is the photon interaction to the matter to generate the
plume (contains ions, atoms and molecules). According to literature reports, the growth of ZnO
nanowires (NWs) can only occur after the deposition of a thin layer of ZnO, which serves as the
nucleation center for the subsequent NW growth [27], [42], [43]. Choopun et al. deposited the
vertically aligned ZnO NRs in presence of argon gas environments [44]. Additionally, the literature
reports on the impact of background pressure and temperature on the growth and characteristics of

ZnO nanowires [45].
(iv) Molecular beam Epitaxy

The process of depositing high quality single crystals can also be achieved through an epitaxy
method. This method involves the deposition of thin films in an ultra-high vacuum (UHV)
environment, typically between 10® to 10° Torr. There are number of studies are reported in the
literature on the synthesis of ZnO NWs by using MBE technique. Heo et al. employed a site-
selected molecular beam epitaxy technique to deposit pure single crystalline ZnO NWs, which are
applicable for solar-blind UV detection applications [46]. Another approach to growing site-
specific ZnO NWs is through catalyst-driven molecular beam epitaxy [47]. Catalyst such as gold
can be used in synthesis of ZnO and ZnMgO NWs on the Silion substrate [48]. Additionally,
electron beam sputtering and magnetron sputtering can also utilized for sample preparation [49]
[50] [51].

(v) Hydrothermal method

A low-cost and straightforward technique for large-scale production of various nanostructures
(NSs) such as nanowires (NWSs), nanotubes (NTs), and hollow nanospheres at low temperatures is
the hydrothermal method, which is known for its reliability. The term “hydrothermal” means the
geology and initially this terminology was used to study the formation of minerals and rocks in
mid-19" century, but later this was started using for the growth of single crystalline NSs. This
method involves the aqueous solution in a closed vessel for the growth of different NSs. In this
method high temperature and pressure is maintained in the growth solution via heating the solution
to the optimized value. This condition in this method is necessary to have control on the final
morphology of the growing species. This kind of synthesis method is important for regulating the

composition of the synthesized materials. To facilitate the growth of ZnO NWs, two separate
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solutions, each containing an aqueous solution of either zinc nitrate or hexamethylenetetramine in
vessel was prepared. There are various factors that can affect the morphology, dimensions and
growth rate of the synthesized NWs/NRs such as pH, temperature, reactants concentration, growth
time, stirring rate and position of seeded substrate in the growth solution etc. [52]. Nanowires with
desired morphology and dimensions can be easily prepared by this method even at under low
temperature conditions as compared to other reported methods [40][44].

To fully comprehend the behavior of NSs in a growth solution, it is necessary to conduct extensive
research on their formation, including the processes of nucleation, growth and aging.
Understanding these mechanisms is of utmost importance to ensure the desired outcomes from the
synthesis. Consequently, in the following section, an investigation into the nucleation and growth

models has been conducted in detail.
1.5 NUCLEATION, GROWTH AND AGING MODELS

The study of the nucleation, growth and aging process has been an ongoing topic of research in
current years. Numerous theories have been proposed by scientists and researchers to better
understand and explain these processes. Thus in this section, brief introduction to the various
existing theories is being discussed. Nucleation, growth and aging models can be explained as

described in the flow chart in Figure 1.4.
1.5.1 Significance of study nucleation and growth

Nucleation and growth helps us to understand how new phases or nanostructures form, and how
they grow and evolve over time. This information is useful in fields such as crystal growth, protein
folding and in the formation of atmospheric clouds and nanoparticles, among others. The various
theoretical as well as experimental models that explain the nucleation, growth and aging are listed

below:



Experimental Theoretical

methods

models

Optical hyper Classical
—  Rayleigh Nucleation
scattering models
Small angle X | Classical
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Density
— functional
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Figure 1.4: Classification of experimental and theoretical models of nucleation, growth and

aging.
1.5.2 THEORETICAL MODELS
1.5.2.1 Classical model

The most widely used theoretical model for investigating nucleation kinetics is classical nucleation
theory. This was widely accepted model for explaining the formation of new thermodynamic
phases such as solids or liquids. [53]. This theory comes into existence about 90 years ago and
successfully explains the nucleation process for many solutions. This theory based on the principle
of super saturation of the growth solution. The supersaturated solution leads to the formation of

small nuclei, which achieve the critical size and favors the further growth of nuclei. This theory is
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based on the approximate reasons of the nucleation rates of new phases. The classical nucleation
and growth models are briefly described below:

(i) Classical nucleation model

The term “nucleation” refers to the formation of thermodynamically stable phase, which further
has tendency to grow into large sized particle within the parent supersaturated solution. This theory
consists the formation of nucleus by two ways - homogeneous and heterogeneous nucleation.
Homogeneous nucleation represents the occurrence of thermodynamically new stable phase from
the supersaturated solution of same phase whereas the heterogeneous nucleation represents the
occurrence of phase at the surface of foreign particles such as walls of container, impurities and
grain boundaries etc. It is very fast and easy occurring nucleation because of the availability of
stable nucleating surface. Super saturation of the solutions affects the nucleation rates to a larger
extent. In the literature, Ludi et al. outlined the classical nucleation and progression of ZnO
nanostructures (NSs) [54]. Additionally, Sounart et al. examined the secondary nucleation and
expansion of ZnO nanostructures (NSs) and demonstrated that the growth kinetics of ZnO are
consistent with classical nucleation and growth models [55]. The classical formation and growth

of the critical nuclei is as shown in Figure 1.5.

Size grows to
Critical size form NSs

Small cluster

Figure 1.5: Classical model for homogenous nucleation.

Moreover, the process of homogeneous nucleation in the solution can be characterized by the Gibbs
free energy equation, which incorporates both surface and volume terms [53]. The Gibbs free

energy relation is given below:

4 1
AG = 4mr?y + §T[T'3AGU (1)
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where “y’ is the surface free energy term, having a positive value, ‘r’ being the size of the particle

and AG, is the volume free energy term which has negative value. By differentiating eq. (5) with
respect to the ‘r’(‘f—f = 0), the size of critical nuclei can be estimated. Here critical nuclei term

refers to the minimum size of nuclei, which is able to grow into larger particle without being

dissolved into the solution.
(iii) Classical growth model

In the classical model, growth of critical nuclei can occur via diffusion of species at the surface of
nuclei or reaction mediated growth at the surface. Fick’s law explains the growth mediated by the
diffusion of species at the surface of growing particle and is given by:

dc (2)

= 4x?*D —
] X Ix

where ‘D’ is the Diffusion coefficient, ‘C’ is the concentration and represents the overall flux of

monomers that pass through a spherical plane of radius x’.

The two main assumptions of the CNT are the spherical shape of particle and sharp interface
between nuclei and liquid [53]. But these two assumptions can never work in every situation, as
sometimes nucleation and growth can occur at diffused interface boundaries. Also spherical shape
assumption is denied in case of NaCl and many others, where nucleus is cubic or having other
structure. Another flaw in the idea is that it can't explain why the nucleation barrier vanishes at

high super saturations.
1.5.2.2 Non-classical models

Nucleation and growth models presented by the CNT successfully explains the nucleation and
growth mechanisms for many supersaturated solutions but still the theory failed to elaborate many
other systems because of its over simplicity and assumptions of spherical particle. The theory failed
to describe the nucleation rates and metastable intermediate states for the systems. Further the
experiments, theories and computer simulations reveal the non-classical nature of nucleation. As
per the non-classical theory of nucleation, the process is comprised of two steps. The first step

involves the formation of a metastable intermediate phase alongside the formation of super
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saturation, and the growth of nuclei are then occurred in the subsequent step. The various non-
classical theories reported in literature are discussed below:

(1) Ostwald Ripening

This theory was put forward by the Wilhelm Ostwald in 1896. According to Ostwald ripening
theory, very small sized nuclei formed in the solution undergoes dissolution and redeposit on the
surface of bigger crystal i.e. larger crystals will be formed at the cost of smaller nuclei (Figure 1.6).
Further the mathematical investigations of Ostwald ripening theory were conducted by the Lifshitz,
Slyozov and Wagner (LSW) in 1958. The mathematical model was described for the systems where
diffusion is the slowest process. The mathematical relation is given as:

8¢, v2Dy (3)

(R) = (R*)o = =G

where (R),y, D,v,c, and t is the average radius, surface energy term, diffusion coefficient,
solubility and time respectively. It has been reported that the growth mechanism of ZnO
nanostructures involves the Ostwald ripening process, which allows for the formation of a variety
of nanostructures [56]. The main drawback of Ostwald ripening is that they have stability problem
at high duration growth times. Hence, this model cannot be employed to investigate the growth

mechanism of nanowires (NWSs) in further studies.
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Figure 1.6: Diagrammatic illustration depicting the Ostwald ripening phenomenon.
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(if) La Mer Mechanism

Studies on the mono disperse particles were developed in 1950s. La Mer and co-authors in orders
to understand the growth mechanism has developed the nucleation and growth models. Thus La
Mer curve describes the whole nucleation and growth process in three stages [57]. The first stage
include the formation of small nuclei in the colloidal solution, in the second stage these small nuclei
aggregates via self-nucleation to form a bigger nuclei and leads to decreases in the concentration
of small nuclei. At the final stage the growth of these larger nuclei starts occurring with the addition

of small nuclei (growth units).
(i) Orientation attachment (OA)

Orientation attachment was the new concept to explain the growth mechanism of NPs into a
specific structure, which comes into existence in 1990s. Orientation attachment is defined as the
process of attachment of two growth units (colloidal particles) along a particular crystallographic
direction in order to give a unique morphology to the NPs (Figure 1.7). OA reduces the total free
energy of the growing particle while attaching and results in a stable structure. It was depicted from
literature survey that variety of studies on the nanostructure growth of the ZnO NPs were observed

to follow the orientation attachment phenomenon [58]-[60].

./v.“
‘\’

Figure 1.7: Schematic representation of Orientational attachments.

(iv) Molecular dynamics (MD) and Monte Carlo (MC) simulation
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MD and MC are the simulation techniques to study the dynamics for variety of atoms and
molecules. The fundamental concept behind Monte Carlo (MC) simulations is about the interactive
forces between atoms and molecules; they utilize Newtonian mechanics to examine the changes in
molecular systems. The simulations can be conducted under constant temperature and pressure
conditions, taking into account only the interactions between atoms and molecules. As a result,
comparing the simulation outcomes with experimental data became more straightforward.
Moreover, in the molecular dynamic (MD) studies the system is described by the ball and spring
model. In these simulations, force field parameters play an important role. They can be either
determined from the experimental data or from calculations. The accuracy of these parameters
determines the accuracy of the simulations. The main limitations of these simulations is the

computational time, which is quite high [61].
(vi) Density functional theory (DFT)

DFT is a computational approach for analyzing the electronic structure of materials that gained
popularity in the 1970s. It is a robust tool for investigating a wide range of nucleation processes.
In contrast to classical nucleation theory (CNT), density functional theory (DFT) views free energy
as a dependent variable of the average spherical density profile. It characterizes the changes in
density within the center and bulk of the newly formed phase. By calculating the functional through
DFT, various material properties can be deduced. The formation of nuclei per unit volume is

expressed as follows:

AGDFT) 4)
KT

J = Aexp(

where ‘AGppr’ can be evaluated through DFT, ‘J” represents the rate at which critical droplets are
formed per unit volume. The pre-factor was taken same as that from CNT to calculate nucleation

rate.

The above formula has similarities with the CNT, the only difference arise with the Gibbs free
energy term (AGpgr). Literature reveals the study of nucleation and thereafter growth of gold NPs
on the modified surface of the ZnO using DFT [62]. Studies on various other metals (metal clusters)

by using DFT were reported in the literature. Wang et al. reported the nucleation and growth of
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Platinum clusters on the alumina substrate whereas Saidi et al. demonstrated Platinum NPs
nucleation and growth on the MoS; substrate [63], [64]. Niranjan et al. demonstrated the
ferromagnetic properties by combining the experimental characteristics with the theoretical DFT
[65]. Despite of various approximations and assumptions, this theory failed to accurately measure

the band gap, intermolecular interaction and ferromagnetism in the semiconductor materials.
(v) Phase field model (PFM)

The Phase field model is typically employed to address problems associated with interfaces through
the use of a mathematical model. In PFM, only one parameter is used to define the boundary
conditions, known as order parameter and represented by symbol ‘@’. It is considered as a
conserved quantity for Cahn-Hilliard equation (C-H), which solves the problems related to the
temporal variation of the nucleate in the solution. While applying PFM, the assumption of diffused
interface is considered rather than a sharp boundary. Local state of the system is defined by the
order parameter, which tells the transition between disordered to ordered phase. For the ‘n’ ordered
phases, the ‘n’ is the numbers of phase field parameters required to describe the system, which is
also known as multiphase field theory. Further, PFM is nothing but the modified form of the Fick’s
law, with an additional interfacial term along with concentration term in their mathematical

formula.

PF theory can be formulized by the free energy functional, which further depends upon the
interfacial conditions and some other parameters such as spatial variation of phase field order
parameter, interfacial width, temperature, orientations and field variables etc. and is given by: [66]

2 3 5
F(g,T)= j {%Nvowﬂ + f(¢(x),T(x))}d X ®)

T 5016 + (L g)InL—g)

where f (¢, x) = 2—;¢(1—¢) + .

Here ‘@’ represents the distance between two distinct points and The coefficient ‘Wo’ has units of
(I/m)¥2,
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The PF theory was reported in literature to depict various microstructure evolution phenomenon’s.
PFM was reported to study the grain growth, effect of thickness and orientation of the grain
boundaries in polycrystalline materials [67]. Wang et al. demonstrated the growth mechanism and
morphological transition of NW through multiphase field theory, which were experimentally
prepared by the vapor liquid solid growth method [68], [69]. Thereafter, Wu et al. modeled the
microstructure evolution of nano-scale materials using lattice phase field theory [70]. Moreover,
literature also reveals the incorporation of higher order term to the free energy functional to

demonstrate the morphological transformation in the microstructures [71]-[73].
1.5.3 EXPERIMENTAL METHODS
1.5.3.1 Optical Hyper Rayleigh Scattering (OHRS)

Optical Hyper-Rayleigh Scattering (OHRS) is a non-linear optical event that takes place when a
sample is exposed to high-intensity light. Resulting in an elevation of the intensity of the scattered
light at a frequency greater than that of the incoming light. OHRS can be utilized to investigate
nucleation and growth processes in materials [74]. OHRS provides information about the size,
shape, and distribution of nanoscale structures that are formed during nucleation and growth
processes by measuring the scattered light's intensity and frequency. While studying material
growth, OHRS can track the evolution of the nanoscale structures over time, offering insights into
the underlying growth mechanisms and factors that determine the final structure and properties of
a material. The primary drawback of OHRS is that it requires highly sensitive detector and a high-
intensity fundamental light source. Nevertheless, using high-intensity light can sometimes cause
optical effects such as stimulated Raman or Brillouin scattering, self-focusing, or dielectric

breakdown, which may negatively influence the results of the experiment. [75].
1.5.3.2 Small angle X—ray scattering (SAXS) and Wide angle X—ray scattering (WAXS)

Small-angle X-ray scattering (SAXS) and wide-angle X-ray scattering (WAXS) are two
complementary scattering techniques utilized to investigate the structure of materials. SAXS
provides information about the arrangement of atoms, molecules, and nanostructures on a length
scale of to nanometers to several microns, while WAXS provides information on a length scale of

a few nanometers to a few microns. Both SAXS and WAXS are valuable in analyzing the formation
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and growth of crystalline materials in real-time and determining the impact of growth conditions
(viz. temperature and composition), on the crystallization process. During nucleation, small clusters
of atoms begin to form the crystal structure, while during growth, these clusters grow and merge
to form the final crystal structure. Small-angle X-ray scattering (SAXS) and wide-angle X-ray
scattering (WAXS) can provide valuable information about the size, shape, and distribution of
clusters, leading to a better understanding of the mechanisms involved in their formation and
growth. Such insights can be crucial in optimizing growth conditions and developing novel
materials [76][77]. However, there are some limitations and drawbacks to using SAXS and WAXS
for studying nucleation and growth. For example, the methods may not be able to accurately
determine the structure of very small or highly disordered systems. In addition to this they have

very complex/expensive instrumentation.
1.5.3.3 UV-vis absorbance studies

UV-vis spectroscopy is a valuable technique for studying the nucleation and growth process of
materials. The absorption of light in the UV-vis range can provide information about the electronic
structure of molecules. During the nucleation process, the formation of new particles or crystals
can be monitored by observing changes in the absorbance spectrum. As the size and number of
particles increase, the absorbance can shift to longer wavelengths, indicating the formation of larger
particles. In the growth stage, UV-vis spectroscopy can be used to monitor the Kinetics of crystal
growth by measuring the increase in absorbance over time. By analyzing the absorption spectra at
different time intervals, the growth rate of the crystals can be calculated. Real time monitoring of
nucleation and growth of silver sulfide NPs were reported to carried out using UV-vis data analysis
[78]. Nucleation and growth of CoPts nanocrystals were also studies using the same technique [79].
UV-vis spectroscopy can also be used to study the surface plasmon resonance (SPR) of
nanoparticles [80]. By measuring the absorbance at different wavelengths, information about the
size and shape of the nanoparticles can be obtained.

1.5.3.4 Transmission electron microscopy (TEM)

TEM works by transmitting a beam of electrons through a thin sample, allowing for high-resolution
imaging of the sample's structure. In the case of NPs, TEM can provide information on the size,

shape, distribution and crystal structure of the particles. It can also provide information on the
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nucleation and growth process, which is important for understanding how the particles form and
how their properties can be tuned [81]. To use TEM for studying nucleation and growth of NPs,
the first step is to prepare a thin sample. This can be done by dispersing the NPs in a liquid and
then dropping a small amount onto a carbon-coated grid. The liquid is then allowed to evaporate,
leaving a thin layer of NPs on the grid. Once the sample is prepared, it is loaded into the TEM and
imaged using a high-resolution electron beam. By analyzing the images, researchers can track the
evolution of the NPs over time and gain insights into the mechanisms of nucleation and growth.
For example, researchers can use TEM to observe the formation of small clusters of atoms or
molecules, which then grow into larger NPs over time. Lee and colleagues conducted a study on
the nucleation and growth of nanoparticles (NPs), utilizing several transmission electron
microscopy (TEM) images. They then performed a detailed analysis of these images, incorporating
machine learning techniques for image analysis [82]. They can also observe the formation of

defects and dislocations in the crystal structure of the NPs, which can affect their properties.
1.6 RESEARCH GAP

The study of growth and aging of NPs has been an important topic in the field of nanotechnology.
Literature reports both experimental and theoretical approaches to study growth and aging of
nanoparticles (NPs). Experimental methods include optical hyper Rayleigh scattering (OHRS),
small-angle X-ray scattering (SAXS), and wide-angle X-ray scattering (WAXS) etc. While these
techniques offer high resolution (ranging from a few hundred milliseconds to a thousand
milliseconds), they are primarily restricted to metal nanoparticles (NPs). Moreover, their
sophisticated instruments require proper handling. Theoretical models include Classical Nucleation
Theory (CNT), Lifshitz-Slyozov-Wagner (LSW), Ostwald Ripening, Density Functional Theory
(DFT) and Dynamical Density Functional Theory (DDFT). However, these models have many
disadvantages when applied to study growth dynamics. Classical nucleation theory (CNT) is
inadequate in explaining both the nucleation rate and interfacial energy, while Lifshitz-Slyozov-
Wagner (LSW) theory is restricted to diffusion-limited growth. On the other hand, density
functional theory (DFT) and dynamic density functional theory (DDFT) are purely quantum
mechanical and do not incorporate thermal fluctuations during nucleation and growth. Moreover,

the literature lacks the incorporation of the effect of aging on the cross-sectional transformations
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of ZnO NWs, and is unable to provide proper explanations for the shifts in the absorbance and
emission spectra for materials having dimensions in the bulk regime. However, there are a number
of studies on the shifts in optical properties in the quantum regime. This highlights the need for

further research to understand the effect of aging on the morphology and optical properties of NSs.
1.7 MOTIVATION AND OBJECTIVES

1.7.1 Motivation

Our motivation is to understand the fundamentals of the growth and aging in NPs, as well as the to
study the effect of growth conditions (i.e. time and temperature) on the morphological and on the
optical properties of ZnO NWs.

1.7.2 Objectives

Based on the motivation, the objectives of the work were structured, which are given as:
Objective 1. Studies on temporal growth and aging of ZnO NPs.

Objective 2. Effect of temperature on the morphological and optical properties of ZnO NWs.

Objective 3. Effect of growth time on the morphological and optical properties of ZnO NWs.
1.8 THESIS ORGANIZATION

The thesis is organized into five chapters in accordance with the objectives:

Chapter 1: “Introduction”. This chapter contains the brief introduction to the ZnO material, reason
for choosing ZnO, nucleation and growth models, various existing synthesis methods and the

applications of the ZnO in various fields of nanotechnology.

Chapter 2: “Studies on temporal growth and aging of ZnO nanoparticles”. This chapter introduces
the synthesis of ZnO NPs and understanding of the nucleation and growth processes by both

experimental as well as by theoretical approach.

Chapter 3: “Effect of temperature on the morphological and optical properties of ZnO NWs”. This
chapter includes the synthesis of nanoseeds and NWs. The effect of different temperatures (70°C,

20



90°C an 120°C) at constant growth time (8h) on the optical properties and morphology of the NWs
were incorporated and analysed.

Chapter 4: “Effect of growth time on the morphological and optical properties of ZnO NWs”.
This chapter describes the optical properties of the ZnO NSs obtained at different growth times at
constant growth temperature. The core importance of this chapter is the red shift in the near band
edge emission peak of the PL-emission spectra, which shows the red shift with the effect of increase
in the growth time. The concept of band bending in the NWs were introduced and explained.

Chapter 5: “Conclusion and Future scope”. This chapter includes the overall conclusion and future

proposal of the present thesis.
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CHAPTER-2

STUDIES ON TEMPORAL GROWTH AND AGING OF
COLLOIDAL NANOPARTICLES
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2.1 INTRODUCTION

The formation and evolution of NPs is a complex and dynamic process that is governed by the
interplay of various physical and chemical phenomena. Nucleation, growth and aging are the three
essential stages in the process that depicts the morphology, dimensions and properties of the NPs.
Nucleation, in general, refers to the process where small clusters of atoms or molecules aggregate
to form a critical nucleus and create a new thermodynamic stable phase with a lower free energy
from an previous phase with a higher free energy [83]. The phase transition phenomena, i.e.
crystallization conducted by evaporation or anti solvent agent, have been addressed by nucleation.
Phase transition phenomenon was reported to occurred by secondary nucleation or by crystal
growth [84]. As nucleation phenomenon deals with the molecular levels (nanometer scale), it is
extremely difficult to comprehend the process in the simplest manner. However, it is quite
challenging to obtain the nucleation time and nuclei size from experimental data and computer
simulations etc. Thereafter, growth is the process by which the nucleus increases in size and
transforms into a stable particle. Additionally, aging refers to the gradual change in the properties
and behavior of the particle over time, as a result of exposure to external conditions and internal
interactions. The understanding and control on these processes can help us to achieve desired
morphology with desired dimensions and properties [85]. Moreover, by having simple control over
the morphology and size of the NPs, various devices can be created with desired properties.
However, the exact phenomenon behind these processes is still unknown. Despite there are many
ideas, both classical and non-classical, that have been developed since the beginning of studies to
explain the nucleation, growth and aging phenomenon [86]-[88]. The classical models include
classical nucleation theory (CNT), which consist classical nucleation and growth models.
Furthermore, non-classical models include Ostwald ripening, La Mer mechanism [57], Orientation
attachment, density functional theory (DFT), and phase field (PF) model [89] and others [90]. The
Phase field model (PFM) is currently been one of the most effective theoretical model to
understand the phase transformation processes such as evolution of microstructure and

solidification dynamics etc. already discussed in the chapter-1 (Section-1.6.2).

It was also observed from literature that the aging of NPs (which was found to be the slowest step)
has been widely reported in comparison to the nucleation and growth processes. Experimental

techniques that were recently proposed to study nucleation, growth and aging are OHRS, SAXS
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and WAXS. The main drawback of these experiments while applying to the current study is that
they are only appropriate for metallic NPs [91], [92]. The coupling of these experimental
techniques with the UV-vis spectroscopies was also widely reported in the literature. Maria et. al.
demonstrated that the nucleation is temperature dependent and is a very slow phenomenon [91].
Galloway employed the UV-vis technique to examine the nucleation and growth of CdSe NPs and
showed that the nucleation begins in the growth solution within 30 sec. [93]. Therefore, it can be
inferred from literature that the UV-vis spectroscopy studies can be used to study growth and aging

dynamics in the growth solution.

According to reports, numerous environmental factors, including precursor concentration,
temperature, growth time, pH and capping agent etc. , cause ZnO nuclei to grow to different NSs
[94], [95]. Research indicates that increasing the concentration of precursors leads to higher density
and larger size of ZnO structures [96]. Temperature can affect the decomposition, mobility and
diffusion of precursors, resulting in different morphologies [97]. The extension of growth periods
may lead to coagulation or an increase in the dimensions of the resulting structures. Additionally,
the morphology of these structures is largely determined by the pH, as it affects the environment
surrounding the nuclei [98], [99]. Additionally, capping agents such as Hexamethylenetetramine
(HMTA), triethanolamine (TEA), oleic acid, and thioglycero can be employed to prepare

nanowires/nanorods and stabilize nanoparticles [100].

In this chapter, experimental as well as theoretical approaches were employed to investigate the
growth and aging of colloidal NPs. The growth and aging process of NPs were studied
experimentally by using the in situ UV-vis absorption spectroscopy and Transmission electron
microscopy images. Moreover, a mathematical framework was put on to explain the temporal

evolution of NPs and to support the experimental observations.
2.2 MATERIALS AND METHODS

The process of sample preparation involves a straight forward chemical synthesis using ZnCly,
NaOH as initial salts and ethanol and water as the solvents. These compounds were utilized in their
pure form. Firstly, two separate solutions of (i) ZnClz (1 mM) and NaOH (2 mM) and (ii) ZnCl>
(1.25 mM) and NaOH (2 mM) were prepared. Ethanol was used as a solvent to prepare the solution,

with a small quantity of water with continuously stirring at RT. Finally a uniform colloidal
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suspension of ZnZ*(0H™),,(H,0),Cl; or Zn-complexes such Zn?*, Zn(OH)*, Zn(OH),,
Zn(OH)5™ and Zn(OH),~ were achieved [101][102] . The chemical reaction involved in the

formation of products by this process is given by:

nZncCl, + 2nNaOH + lH,0
- Zn2*(OH ), (H,0),Cl; + 2n —m)OH™ + 2nNa* + (2n — k)Cl™
- nZn0 + (I + n)H,0 + 2nNacCl (1)

where ‘n”and ‘I’ signifies the number of moles for ZnCl, and H20 respectively, here m + k = 2n

for zero charge precursor (homogeneous nucleation) precursor.
2.2.1 Balanced and unbalanced chemical reactions

Two distinct samples, S1 (atomically balanced precursor concentration, 1 mM of ZnCl; and 2 mM
of NaOH) and S2 (atomically unbalanced precursor concentration, 1.25 mM of ZnCl, and 2 mM
of NaOH), were selected for the present work. Sample S1 was chosen according to the balanced
precursor concentrations whereas sample S2 according to the unbalanced precursor concentration.
However, sample S2 has a slightly higher concentration of Zn?* ions compared to sample S1. This
sample (S2) was selected to study the impact of excess Zn?* ions environment near Zn complex
nuclei on its growth and aging processes. Only 25% additional Zn precursor was utilized in this

case. If a greater amount were employed i.e. 50% or 70%, the subsequent effects could manifest:

(1) A burst of nuclei might occur due to the easy availability of Zn?* ions in the growth
solution.
(i) An excess of Zn precursor can lead to steric hindrance around the Zn complex nuclei,

which may result in the retardation of nuclei growth.
2.2.2 Characterization

The UV-vis absorption spectra of samples S1 and S2 were measured using a UV-visible-NIR
spectrophotometer (Perkin EImer Lambda 750, USA) at 0, 6, 12, 18, 24, 30 and 36 minute intervals
to study the temporal evolution of the NPs. The spectral range was set between 280-450 nm and

each scan lasted approximately for 2 minutes. Additionally, TEM images were captured at the same
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time intervals to monitor the evolution of NPs with time. Phase Field (PF) modeling was used to
simulate the growth of the NPs. All experiments were carried out at Room temperature (RT).

2.3 REACTION-DIFFUSION MEDIATED NUCLEATION

Before the study of growth dynamics, the formation of nuclei should be understood first. The
formation of nuclei and growth process begins with diffusion and proceeds with the reaction of the
precursors. Equation (1) depicts the chemical reaction between ‘n’ number of moles of ZnCl, and

‘2n’ number of moles of NaOH for the synthesis of ZnO NPs.

Thereafter, consider a drop of 2 ml NaOH (2 mM) into the homogeneous solution of ZnCl, (1 mM).
Due to the gradient in precursor concentrations, NaOH diffuses into the ZnCl; solution, leading to
a chemical reaction and formation of final products. The start of a chemical reaction is closely
linked to the initial diffusion process. In the current scenario, the ions need to diffuse over a distance
equivalent to the radius of the NaOH droplet for the reaction to be considered complete. Hence by

using following relation, diffusion time can be calculated by:
Idroplet = (6Dt)1/2 (2)

where “raroplet” is the radius of a droplet, ‘D’ is the diffusion constant (D = 1.3 x 10-° cm2-sec?), and

‘t’ is the time in seconds.

A droplet of NaOH with volume of 2 ml and with a radius of about 0.7 mm (4/3 z r3 droplet = 2
ml) takes roughly 10 seconds to fully diffuse. Based on this calculation, the ions are expected to
diffuse completely into the ZnCl; solution in approximately 10 seconds. This will result in the
interaction/ reaction of OH" ions at the surface of Zn?* ions, leading to the formation of Zn(OH)a,
which acts as a nucleus for further growth. However, the diffusion of NaOH into ZnCl; is slow
compared to its chemical reaction at the surface. Thereafter, in order to understand the effect of
reaction term onto the diffusion coefficient, when both diffusion and reaction is involved in the

same system, a mathematical treatment is required.

In the present case, mathematical treatment can be carried out by assuming the concentration of

nuclei Zn(OH)2 be directly related to the concentration of NaOH, which is given as:

Cznom),= R C" NaoH
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where n =1, 2, 3 and so on, ‘R’ is a constant and Cz,on),, C" naoH represents concentrations of

Zn(OH). and NaOH respectively. In case of chemical diffusion reactions, ‘R’ physically represents

the nucleation rate.

Therefore, if ‘R’ is very large, the production of Zn(OH)2 will be higher. The equation for diffusion

is given as follows [103]:

dc _ d*C _ds . S (3)
i DW o for linear equilibrium
forn=1,S =R C (where Cznon),= S).
dc _d’C dc (4)

—=D _—
dt dx? dt

dc_ D d* (5)

dt R+1dx?
This means that if the ‘R’ participates in equation (5), the diffusion constant ‘D’ will slow down
the entire process of diffusion by a factor of ‘(R+1)’. Likewise, the diffusion equation (6) with n =

2 becomes:

dc D d*C (6)
dt 2R+ 1dx?

(The value of ‘D’ will decrease by a factor of ‘2R+1°). This implies that the optimal approach for
continued growth is to consider the presence of a large number of nuclei in the solution. Since
diffusion and reaction are interdependent events, the effective diffusion constants are represented
by D(R+1)* and D(2R+1) for n = 1 and 2, respectively. These values lead to the formation of
Zn(OH)2 nano-colloids that are suspended in the solution. Further to note that in equation (5), local
reactions or any nonlinear combinations of Cnaon are not accounted for. Moreover, the varying
forms of R(C) lead to various equations, such as the ‘Newell-Whitehead Segel’ equation and ‘the
Zeldovich’ equations, which substitute R(C) with R(C) = C(1-C), R(C) = C(1-C?), and R(C) = C(1-
C)(C-a), respectively [104] [105].
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2.4 COUPLING AND DECOUPLING OF GROWTH AND AGING
2.4.1 Experimental analysis and concept of coupling and decoupling

In order to study growth dynamics, the absorbance spectra of samples S1 and S2 for the different
growth time intervals were recorded (Figure 2.1). Absorbance spectra show completely different
nature of the curve for both of the samples S1 and S2. This dissimilarity is attributed to the excess
Zn?" jons present in sample S2, which results in a prevalence of scattering rather than absorbance
in this sample. From the absorbance spectra of S1, it was observed that the half of the absorbance
maximum intensity (Imax/2) remains constant (Figure 2.1a) whereas the absorbance maxima show
the red shift with the growth time. This indicates that over time, the distribution of particle sizes
remains constant, but the overall size of the particles steadily increases. Therefore, the time
derivative of the absorbance maximum ‘@;,qx" (Xmax COrresponds to the maximum absorbance
value) for S1 and S2 is carried out and shown in Figure 2.2. Furthermore, for the dynamic case,

(non-equilibrium state) the absorption can be represented by:

dCznom (7
a(t) = dt ‘= kreac%az CZZZO/ethanol
and time derivative of equation (7) is given by:
da(t) _ dzCZn(OH)Z _ dkrea nq 1y d(cgrlt(,‘lz C?IZZO/ethanol) (8)
dt - dt? - dt CZnCIZCHZO/ethanol + krea dt

where Czn(omy,. Cznct, Chio/ethanor iNdicate the concentrations of Zn(OH). NPs, ZnCl,

H>O/ethanol, krea represents the reaction rate, and ny and ny are the reaction orders respectively.
Moreover, Krea IS temperature dependent and given by Arrhenius equation (9) [106]. The Arrhenius

equation’s time derivative is represented by:
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dkrea_ EA EA dr (9)
ar _rrEPCRP @

where ‘Ea’ represents the activation energy, ‘RT’ represents the thermal energy.
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Figure 2.1: UV-vis spectra of ZnO colloidal NPs for samples S1 and S2 (0, 6, 12, 18, 24 and 24

minutes).
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Figure 2.2: Variation of rate of change of absorption maximum with growth time for S1 and S2.
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Additionally, Equation (8) highlights that changes in absorption maxima can provide valuable
information about the temporal progression of both the reaction rate and reactant concentration.
Figure 2.2 depicts how the rate of change in amax (t) varies over time for samples S1 and S2. For
S1, the value of damax(t)/dt remains nearly constant, indicating a consistent growth and aging for
the NPs in the samples. Conversely, for S2, the damax(t)/dt value initially increases up to 20 min,
followed by a sudden drop to a negative value. This could be attributed to the excessive
concentration of Zn?* ions in the solution, which left behind after the complete reaction between
Zn?" and OH" ions. It renders the nucleation unstable by retarding their growth process. Presence
of excess Zn ions in the solution also leads to modify the electrostatic interaction between NPs and
solvent, which therefore contributes to significant changes in surface energy. This demonstrates a

decoupling of growth grown species after 20 minutes of growth time.

Thereafter, the direct or indirect band gap energy between the two electronic states (VB maximum
and CB minimum) can be determined by using the Tauc plot, which is provided by the equation.
10 [107], [108]. The equation 10 a is given by:

ahv = A*(hv — Eg)Y? If hv>E, (10 a)

Here, ‘A’ is a constant which shown an inverse relation to the refraction index (u) of the sample
and given by [109]:

_ e2Ex(2m;)3/? (10 b)
3, hm, €, PEZ

where ‘Ey’ is the Kane energy, ‘e’ is charge on an electron, ‘m;’ is the effective mass, ‘A,” is the
photon wavelength, ‘€,’ is the permittivity of free space and ‘u’ is the refractive index. However,
till the steady-state is not established, ‘x’ is not constant. As the time proceed in the case of transient
growth of NPs, the value of ‘4’ changes. But under the assumption that nuclei formed within 10
sec., and NPs size and aggregation occurs over a very short time scale compared to the time scale
of measurement, it can be presumed that particle density remains constant throughout the process
and the refractive index ‘u’ of the NPs remains unchanged over transient growth Hence, Tauc plot

can be utilized to find band gap value in the present case (equation 10).

30



Therefore, Figure 2.3 depicts the variation of the band gap for sample S1 and S2 with respect to
the growth time. The variation of time derivative of the band gap with respect to time is shown in

Figure 2.4. The particle size was determined using the Brus equation, and is represented by: [110],
[111].

Y

1 1 1 1.8¢e 1 (11)
+ ) Z
8e

my,m, mymy rz drtee, r
where ‘E¢°"k’ is the band gap of bulk ZnO NPs, ‘eo’ represents the permittivity of free space
(8.85%10 2 F/m), ‘mo’= 9.1x10 3L kg, ‘r’ is the size of the NPs, ‘me’ and ‘mn’ are the effective

masses of the electrons and holes (0.26 and 0.59), and ‘&’ is the relative permittivity of ZnO (e ~
8.5).
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Figure 2.3: Variation of band gap with growth time.
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Figure 2.4: Rate of change of band gap with respect to growth time.

Here, particle size varies with changes in the growth time, means that the particle size is a function

of time i.e. r (t). Therefore, time derivative of Eqn. (11) is carried out and given by:

dE hr 1 1 1 dr 1.8e , 1 dr
—9————( + ) —— | +t—(== (12)
dt 3e \myme memp En-r3 dt £gp 4Amre dt

N——— —_—

IInd

Ist

In the above mentioned equation, the I term implies volume dependency and the 11" term reflects
surface dependency. For steady-state, where dEg/dt =0 depicts the constant surface to volume ratio
when solved using equation (12). Furthermore, Figure 2.4 illustrates the constant value of slope
(dEg/dt = 0) for S1, depicting the continuous aging or constant surface to volume (S/V) ratio.
During the first 20 minutes of S2, the slope of dEg/dt shows a positive trend, which is followed by
a decrease to a negative value. When dEg/dt is positive, the 1ind term takes precedence, indicating
volumetric dominance, as it is inversely related to the surface term. This suggests volumetric
growth of NPs is occurring. However, when dEg/dt becomes negative, surface dominance occurs,

indicating surface-mediated growth in the solution.
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Subsequently, the particle size was determined using Brus equation. Figures 2.5 and 2.6 provide
graphical representations of how particle size changes over time for samples S1 and S2,

respectively. The experimental data was fitted to the equation for modeling purposes:
d = do+ktP (13)

where ‘d’ represents the particle size, ‘do’ stands for the initial particles size and ‘k’ indicates the
proportionality constant which physically stands interface energy. For uniformly dispersed
colloidal nanoparticles, the parameter ‘p = 1/3” denotes completely diffusion-controlled growth.
The function plot of equation 13 is shown in Figures 2.5 and 2.6 for p = 1/3 and 1/2 respectively.
With a fitting accuracy of 98 percent, the fitting parameters for S1 are do = 1.61+ 0.06 nm, p = 0.37
+ 0.06, and k = 0.11 £ 0.03, whereas for sample S2 the parameters are do = 1.78+0.05 nm, p =
0.99+1.72, and k = 6.28 x 106, Sample S1 and S2 show a completely opposite behavior in
curvature in the functional plots (Figure 2.5 and 2.6). The value of constant ‘k’ for S2 is very low
which signifies the weak interaction between the particles. This leads to dispersion of NPs away
from each other and clearly describes the decoupling. Additionally, the constant ‘k” influenced by
the local curvature of interfacial energy. In S2, the local thermodynamic fluctuations result in a
significant variation in the curvature of the interfacial energy, which leads to the decoupling of

nanoparticles.
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Figure 2.5: Particle size variation with the growth time (for S1) fitted using two fitting exponents
of 1/3 and 1/2.
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Figure 2.6: Particle size variation with the growth time (for S2) fitted using two fitting exponents
of 1/3 and 1/2.
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In order to investigate how the shape of colloidal S2 nanoparticles is affected in sample, NPs were
put on the TEM grid after sonication for their imaging purpose. Figure 2.7 displays the TEM images
for the sample S2 for various growth times. Figure 2.7 (a—e) shows a clear cluster formation of
the NPs. The log-normal particle size distribution was fitted for the histogram plots and is depicted
in the inset of Figure 2.7. Figure 2.7(f) displays an extremely narrow log-normal distribution, which

serves as a visual confirmation of the decoupling phenomenon.

Figure 2.7: TEM images of the NPs for sample S2 (a—0 min, b—6 min, c—12 min, d—18 min,
e—24 min, f—36 min) and inset represents the respective histogram plots with log

normal curve fitting.
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2.5 THEORETICAL MODEL FOR GROWTH
2.5.1 Phase-Field Modeling (PFM)

Theoretical approach is required to comprehend the growth mechanisms of NPs. For, the
theoretical method it is being assumed that all nucleation centres have developed and are ready for
the subsequent growth. Therefore, to study growth of NPs theoretically, PF theory is being used

which characterize the whole state of system with the conserved structural order parameter ¢ (r,2).
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Figure 2.8: The disorder -order transformation of the growing nano-colloids.

A potential solution involves nucleation centers that consist of ordered phases, liquid phases and a
boundary between the nucleation centers and the liquid. It is assumed that the phase transition
between the two phases will occur over a considerable distance, surpassing the width of the
interfacial region. A constant interfacial energy value was assumed for the present case. This is an
important assumption since a constant interfacial energy will probably result in spherical particles.

whereas a spatially variable interfacial energy (V¢) will yield diverse morphologies, such as nano-

36



flowers, nano-flakes, NWs and NRs etc. [112], [113]. In the present case, no involvement of latent
heat was assumed. Therefore, in this scenario, Phase Field Modeling (PFM) is implemented to
describe the time-dependent evolution of the phase field. Additionally, phase dynamics gives a
clear visualization of ongoing phase transformation in the system. In this case, the order parameter
(p) remains conserved. The values of ¢ = 0 and 1 signifies the disordered and ordered phases,
respectively whereas values between 0 to 1 represents the diffusive interface as shown in Figure
2.8.

The C-H (Cahn —Hilliard) equation can be written as [34,35]:

30 _ o s OF 29

50 = ~V-(~MV5), or 35 = V.MV (14)

do o7

Frie V.J (15)
>_ 2 8F _6F

where | = M—&p =—Muand u = 3 (16)

The phase, solute mobility, chemical potential, and total free energy functional are represented by

0, M, u and F respectively. General expression for free energy is given by:

kgT
Fp.0) = 53 0(1 = ) + "5 p()ing + (1~ 9)In(1 — 9) .

Here, the generalized expression of free energy does not contain the gradient term (V¢), which is
important to explain the diffused interface boundaries in the phase separation processes. Therefore,
in order to incorporate the gradient term in the free energy, the general free energy needs to be
modified. Thus free energy can be expanded using Taylor series expansion as given by:

2 2 2
F(x'yjzuf’_‘l’aia_‘ﬁalalal):ffdy (a)

ox' ay’' 9z’ 9x2’ 9y?’ 0z2

Tailor expansion of the terms given as:
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a; ,B_ij —YU—/
f=rf(p)+ai(Vy); + :Bij(vzfp)ij + % (V@)i(V@)j v v ven s (b)

The total free energy (F) is given by:
F=[fdv (©

Here, total free energy can be named as free energy functional (as it is function of a function).
Thereafter, let the odd rank tensors a; = 0 (equation b), because of inversion symmetry (all «;

values does not gives us the minima).

FurthEr fﬁu(vz(p)l}dv fﬁl} ax ax dV

f’BU ox; <0xj>

d
= fﬁijﬁ(v<ﬂ)jdv
d0B;i d
= ,99)], - [ L), @

Let first term of the equation (d) to be equal to zero as we are interested in volume term only. Thus

the modified equation (d) becomes:
0B;
[ Ba@orgar = [ L wo),av
l

Further, total free energy can be written as:

F= [+ [2- 2 wonwe|av
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F= [ [r@+ k,Tonwe);] av

For cubic system k = K and by introducing Kronecker delta function to the above equation

F= f[f((p) + K 8;;(Ve); (Vo) ]dv

For i=j, we have

F= j F(@) + K (V@)?1dV (18)

Equation (18) is known as total free energy or free energy functional. Above mentioned function
“F” depends upon the order parameter ¢ and its gradient (V). Thus this gradient term can help

to explain problem related to the diffused interface boundaries.

Further, taking derivative of equation (18) w.r.t. ¢ given as:

oF 0
OF @) _ g5k we
dp  Odo
af (@) (19)
uN = ———=— 2K (V?p)
do
1 0F
Here, n= E%
(n represents the chemical potential)
Furthermore, diffusion equation can also be written as:
6_(,0 _ where, J= —MVu

ar -V.J
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dg
= = —V.(-MV)
do B 5
Fri MV“nu
0 0 : _
99 _ yve2 [M 2 Kk (V2 )] (using equation 19)
dat a(p
09 _ 1520/ (@) \ 0)
NG =MVi—5, -~ 2KMEe)]

where J and M represents the flux and mobility respectively. For per atom free energy (N=1), the

aforementioned expression can be expanded in the following manner:

dop f(¢) (21)
= = MV? o0 [2K M(V*p)]

Thus, Equation (21) is commonly referred to as the Cahn-Hilliard equation. In this expression ‘¢’
represents the free energy given by equation (17). Further this free energy (equation 17) contains
the logarithmic terms which are very difficult to incorporate for numerical implementations.

Therefore, simple free energy function f (¢) was chosen which is given by:

f(@) = Ap?(1 — ¢)?, where A is the free energy constant (22)

This free energy formula is simple and represent the double well potential type function i.e. two
minima’s and one maxima, which is required for phase separating systems. The variation of the
free energy function with the order parameter is depicted in Figure 2.9, with ‘4’ symbolizing the
barrier height that must be overcome to move from one phase to the other. In the present case,
barrier height was chosen to be A =1 and 2 as shown in Figure 2.9.
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Figure 2.9: Variation of the free energy verses the order parameter

2.5.2 Numerical Implementations
Equation (21) can be rewritten in simple form as:

d
L V.MV(h — 2K V?@)

Jt

Also, 22 = MV?(h — 2k V?¢)

Here, h = a’;—;’” = 240(p — 1)(2¢ — 1),

‘k’ represents the gradient energy coefficient which depicts interfacial energy.

The equation (23) is simulated using the Fourier transformation method and expanded as:

a{(;i}k = —Mk?*({h}; + 2k*> K {p}})
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where ‘K’ is the Fourier vector and {.}«k denotes the spatial Fourier transform of quantity{.}. Semi-
implicit discretization of Equation (24)and is provided by:

ok, t +At) —p(k,t)
At N

—Mk?{h}, — 2k*M Kk @(k,t + At)

@ (k,t) — Mk?{h}, At
1 + 2At Kk Mk* (25)

o(k,t+At) =

The symbol ‘A¢’ signifies the temporal resolution used in numerical approximation. Scaled
parameters are employed in the simulation, with the grid size being scaled to the interfacial width
(W), the time step being scaled to (z) and the free energy functional being scaled to kgT. In this
case, both the free energy constant (A) and gradient energy are dimensionless quantities.
Consequently, the crucial scaled parameters for computation are the initial concentration/order
parameter of nucleates (¢), the free energy constant (A), the solute mobility (M), and the interfacial
energy (x). However, to provide spatial fluctuation to ¢, a very modest noise term (0.002) was
included. At two separate time steps t, the size evolution of two different sets of parameters, (¢ =
0.25,A=2, M= 0.5 k=10.5and ¢ =030, A =1, M = 1, k = 0.5) were observed as shown in
Figure 2.10 and 2.11. It was clear from the simulated images that at At = 100, there are no
occurrence of nuclei formation. However, as the growth time proceeds, nuclei formation starts to

occurs and follows d = do+kt'? relation, where ‘d’ represents the particle size.
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Figure 2.10: Visualizing the Temporal Evolution of Nano-Particles: Simulated Images and Log-
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Figure 2.11: Visualizing the Temporal Evolution of Nano-Particles: Simulated Images and Log-
Normal Distributions with Varying Time Steps (¢ = 0.30, A =1, M =1, k = 0.5).
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2.6 CONCLUSIONS

The current study investigated the evolution and aging of ZnO NPs in colloidal suspensions using

both experimental and theoretical approaches. The objective of this chapter was to develop a

thorough understanding of the growth and aging of nanoparticles (NPs). Based on the study, the

following conclusions were drawn:

>

Experimental investigations using UV-vis spectroscopy and TEM, demonstrate that
nucleation and growth occur within 2 minutes in the growth solution.

It was found that atomically balanced reactions (S1) result in growth and aging of NPs,
while atomically unbalanced reactions (S2) results in decoupling of growth due to the
existence of an excessive amount of Zn ions environment around nuclei.

The outcome of the absorbance spectroscopy experiment indicates that the change in
damax(t)/dt over time remains constant for sample S1, indicating continuous aging of the

NPs in the sample. Moreover, for S2, the variation in damax(t)/dt rises up to 20 minutes and
then falls, indicating decoupling of growth due to the presence of an excess of Zn ions.
Thereafter, the rate of change of band gap energy i.e. dEg/dt for sample S1 maintains
constant value, indicating a constant S/V ratio of the NPs. However, dEg/dt for sample S2
firstly shows an increase up to 20 minutes and then a sudden decrease to a negative value,
implying surface-mediated growth of the NPs in the sample.

The variation in particle size with growth time for both the samples displays a change in
radius of curvature. The positive curvature for sample S1 indicates the consistent growth
and aging whereas negative curvature observed in sample S2 is attributed to
thermodynamics fluctuations and decoupling.

The evolution of phase or size of NPs was understood and modeled using a phase field
model (PFM).
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CHAPTER-3

EFFECT OF TEMPERATURE ON THE MORPHOLOGICAL
AND OPTICAL PROPERTIES OF ZnO NWs
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3.1 INTRODUCTION

From the preceding chapter, the effect of atomically balanced and unbalanced precursor
concentrations on the growth and aging of the NPs were evaluated. It was determined that
nucleation occurs rapidly in the solution, followed by growth and aging of the NPs. It was also
observed from TEM images that ZnCl; precursor leads to the formation of aggregated NPs, which
cannot be further utilized as seeds to grow ZnO NWs. Even ZnCl; precursor cannot be used to
prepare NWs because it contains ClI” ions, which promotes the plate like morphological of NSs
[116]. This is because ZnCl precursor leads to the formation of stable layered zinc hydroxyl salt
(LZHS) i.e. (ZnZ*(0OH™),,(H,0),Cly), which was also mentioned in equation no. 1 of Chapter-
2, which gives the plate like morphology [117]. Therefore, requirement of other precursors as well
as suitable method is much needed for the NPs and NWs growth.

Additionally, the morphological features such as the diameter, length and shape, significantly affect
the ZnO NSs properties and performance [118]. Concentration of dopants were also reported to
impact the morphological features [119]. Subsequently, the growth time and temperature are
significant factors that can influence the morphology of ZnO NWs during their growth processes
[52], [120]. By tuning the duration of growth and the temperature conditions, researchers have
succeeded in producing desired morphological structures, such as uniform diameter and high aspect
ratio NWs [3]. Recently, various studies have explored the impact of growth duration at different
temperature conditions on transformation of the shape and diameters of ZnO NWs. In a study
conducted by Amin et al., the impact of growth time on the morphological changes of
hydrothermally grown ZnO NWs was investigated. The results revealed that an increase in growth
time led to an increase in the length to diameter ratio (aspect ratio) of the NWs. [52]. Similarly,
Cesar et al. reported that by increasing the growth time, the diameter and length of ZnO NWs

increases which were grown by a hydrothermal method [121].

As a result, this chapter examines the effect of growth temperature on the shape, diameters and
optical absorption and emission of ZnO NWs. This was done by recording their FESEM images,
UV-vis absorbance and PL-emission spectra at various growth temperatures (70°C, 90°C and 120°C)
conditions (Growth time ~ 8h).
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3.2SYNTHESIS METHOD

There are numerous approaches to prepare ZnO NWs on the variety of substrates. However, the
chemical approach stands out as the most advantageous due to its simplicity, reliability and low cost
for large-scale production [122]. This approach also enables precise control of the NWSs'
morphology and dimensions. To initiate the process of growing ZnO NWs, seeded layer must first
be prepared on the substrate. This step is crucial for achieving good adhesion and lattice matching
to minimize strain in the sample. However, if the NWs are obtained in powder form from the growth
solution, this step can be omitted. This section provides a detailed discussion of the chemical
approach utilized for the synthesis of ZnO NWs.

3.2.1 ZnO seeds preparation

The seed layer is synthesized by depositing a uniform layer of ZnO NPs onto the required substrate
using solution of zinc acetate prepared in ethanol. The solution is prepared by mixing 5 mM zinc
acetate with ethanol and stirring for 15 minutes at room temperature. The solution is then drop-wise
dispersed onto a cleaned substrate and dried for a few seconds on a hot plate before being rinsed
with ethanol. This process is repeated 2-3 times to ensure a uniform seed layer. The final step is to
dry the seeded substrate for twenty minutes at 350°C in a muffle furnace. The schematic
representation of ZnO seed layer formation is represented in Figure 3.1. The advantage of this layer

is to reduce stress and strain in the prepared NWs.

( Zinc acetate y \

+ Annealing the seeded substrate at
ethanol 350°C for 20min in muffle furnace.  Thin film of ZnO
| > nanoparticles
0
Heater Seeded substrate
Thermal

\ decomposition of zinc )
acetate

Figure 3.1: Schematic representation of ZnO seed layer formation.
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3.2.2 Preparations of ZnO Nanowires

In the present case, ZnO nanowires were synthesized via simple chemical approach. Two separate
solutions of equimolar concentrations (40 mM) of zinc nitrate hexahydrate and
hexamethylenetetramine (HMTA) were prepared in Milli-Q water. Thereafter, both the solutions
were properly mixed for 1 hour at varied temperature conditions by using magnetic stirrer.
Afterward, the substrates that had been seeded in stage-1 were immersed in a growth solution and
allowed to undergo growth for various durations (2, 4, 8, 16, 20, and 24 hours) under various
growth temperatures (70°C, 90°C, and 120°C). Thereafter, the obtained samples were in oven.
Figure 3.2 illustrates the growth process of ZnO NWs. The resulting ZnO nanowires typically
ranged in diameter from 170 nm to 560 nm and in length from 0.516 um to 4.476 pum. The chemical
reaction that facilitated the growth of the NWs in the solution can be expressed as follows [123]:

Zn(NO3), = Zn2* + 2NO3 2)
NO3+ H,0 = NO; + 20H" (€))

The decomposition of HMTA is given below:

(CHy)¢N, + 6H,0 — 6HCHO + 4NH; 4)
ANH, + 4H,0 — 4ANH} + 40H- )
20H™ + Zn** > Zn(OH),(s) (6)
70°C, 8h )

—— Zn0 (chain like NWs) + H,0

90°¢C, 8h (8)
—— Zn0( hexgonal NWs) + H,0

©)

120%¢C, 8h
—> Zn0(broken NWs) + H,0
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Here, zinc nitrate was used to provide the suitable amount of Zn?* ions supply in the growth
solution, while HMTA was used to produce well-defined hexagonal ZnO NWs. HMTA
decomposes to ammonia and formaldehyde as given by the equations (3) and (4). Studies have
shown that due to its non-polar nature, the chelating agent HMTA tends to preferentially bind to
the non-polar facets of the ZnO NWs. As a result, it blocks the growth in the radial direction and
permits growth of only one preferred direction [95]. Despite the use of HMTA, the diameters of
NWs are continually increasing with increase in growth time. This is because as growth time
progresses, the ammonium and hydroxide ions get consumed, resulting in weak bonding of HMTA
at the lateral surface and corresponding increase in diameters. In another studies HMTA was
believed to behave as a pH buffer in the growth solution by slowly decomposing into ammonia, to
provide a continues and controlled supply of NHs and OH" ions to the solution [8], [9]. As the
growth temperature increases, there is a corresponding increase in the release and consumption of
ammonia and hydroxide ions in the growth solution. This has a direct impact on the reaction
kinetics and consequently, the final morphology of the NWs gets affected. Therefore, HMTA plays
a crucial role in shaping the morphology of the NWs [125]. The other factors that affect the growth
and growth rate will be studied further in next sections.
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Synthesis procedure of ZnO NWs

Stage 1 Stage 2
1. Zn(CH5C00);.2H,0 Zn(NO;),.6H,0 {CHg)gNy
+ + +
C H50H H,0 H,0
Stirring for 15 Stirring for 1h. Stirring for 1h.
min.
h
2. Pour solution dropwise on 2. Mix both solutions for 1h at
the substrate 90°C (Growth solution) Constant

growth

Constant temperature
growth time
Y

. 3. Seeded substrate immersed
3. Seeded substrate immersed in solution for 2h, 4h, 8h, 16h,

3 Rinse with ethanol in solution for 8 h (70°C,90°C 20h and 24h (higher time also

and 120°C) (90
Repeat step 2
& 3 thrice

4, After the required growth
4. Seeded substrate time and temperature, NWs
obtained on substrate

| l

5. Dry for 20 min at 350°C in 5. Dried NWs at 60°C in oven
muffle furnace

Figure 3.2: Diagrammatic representation for the synthesis of Nanowires.
3.2.3 Characterizations

The X-ray diffraction spectroscopy technique was utilized to determine the crystallographic
structure of the obtained NSs, using X’Pert PRO PANalytical instrument with Cu-Ka source
(A=1.54056 A) to generate X-rays. The Field Emission Scanning Electron Microscopy (FESEM-
Supra 55, Carl Zeiss, Germany) technique was employed to visualize the size distribution and shape
of the synthesized ZnO NWs. The absorbance spectra of the samples were obtained using a Perkin
Elmer Lambda 750 UV-visible-NIR spectrophotometer, over the wavelength range of 300 nm to
550 nm. Following this, photoluminescence (PL) measurements were conducted with a Perkin
Elmer LS-55 spectrophotometer, using a Xenon lamp as the excitation source. The sample was
excited with energies lower than their band gap energies, and the corresponding emission spectra

were recorded using the same instrument over a range of 350-700 nm wavelengths.
3.3 RESULTS AND DISCUSSION
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3.3.1 X-ray diffraction studies

To confirm the crystalline structure of the prepared samples, X-ray diffraction data were recorded
and displayed in Figure 3.3. The X-Ray diffraction spectra indicate that the ZnO nano seeds have
a preferred orientation along the (002) plane and exhibit the wurtzite hexagonal structure,
confirmed by the diffraction peaks (100), (002), (101), (102), (110), (103), and (201) matching
with the standard JCPDS (JCPDS - 36-1451, a=b = 3.24982, ¢ = 5.20661, a. = B = 90°, y = 120°).
The XRD spectra of samples prepared at various temperatures with a constant growth time of 8
hours are depicted in Figure 3.4. which also displays the same number of peaks and confirms
wurtzite hexagonal structure. The peaks below 30 degree represented by asterisk belong to the
quartz substrate. Further, Table 3.1 displays the intensity ratio of (002) plane with (100), (102) and
(110) planes for ZnO nano seeds and NWs. Table 3.1 signify the following main points:

(1) The intensity ratio of (002) - plane is higher than other planes ((100), (102) and (110)-
planes) for ZnO nano seeds, which shows that grans in seeds have preferred direction

along c-plane.

(i)  Asrandomly aligned NWs were grown on nano seeds at different growth temperatures
the polycrystalline growth in the sample enhances, which is confirmed from their
intensity ratios of XRD peaks.

(i)  Thereafter, the intensity ratio of loo2/l110 and looz2/1100 Were found to increase with the
growth temperature. This increase in intensity with the growth temperature signifies the

improvement of crystal quality with the application of growth temperature.

(iv)  The intensity ratio of loo2/l102 Shows maximum value for 90°C, which signifies the

growth along z-plane compared to the xz-plane for this particular temperature.
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Figure 3.3: X-ray diffraction pattern for ZnO NPs.
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Figure 3.4: X- Ray Spectra for the samples grown at 8 h at different temperatures.
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Thereafter, Scherrer equation was applied to find the crystallite size as given by:

Crystallite Si 054
ryscallite size = —————

Bcos(0) (10)
where ‘B’ represents the FWHM of peak in radians, ‘A’ represents the wavelength of Cu X-ray

source and ‘O’ represents the Braggs diffraction angle.

As the growth temperature rises, the intensity of the diffraction peaks increases, indicating an
enhancement in the crystallinity of the sample. It was observed that the crystallite size increases as
the temperature was raised from 70°C to 120°C. Because with increasing the temperature to higher
value could result in a faster rate of grain growth due to the greater thermal energy accessible to
the atoms in the solution. This would result in larger crystal grains in the final material. Figure 3.5
represents the variation of crystallite size with the growth temperature and it was observed that

firstly the curve shows an increase, and then a saturation value to ~49 nm.

As ZnO nano seeds were utilized to reduce the strain in sample. Therefore, to estimate the values
of strain, the following formula was employed:
(11)

Strain = ————
I = an(e)

Thus, it was observed that samples had very small value of strain and it reduces with subsequent
increase in growth temperature from 70°C to 90°C and 120°C as shown in Table 3.2. Therefore, it
was deduced that proper growth of NWs on the sample helps in reduction of strain and after a

particular value it gets saturated.

Table 3.1: The intensity ratio of different planes with increase in growth temperature at constant

growth time.

Sr.  Growth Growth loo2/lioo  loo2/lio2  loo2/l110

no.  temp. time
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1 350 °C
2 70°C
3 90°C
4 120 °C

15 min

8h

8h

8h

9.72

0.76

0.79

0.84

10.06

2.48

3.03

2.48

10.12

2.00

2.20

2.55

Table 3.2: The grain size and strain for samples prepared at 70°C, 90°C and 120°C.

Sr. no. Growth Sample Crystallite Size Strain
temp. growth time (nm) (x10%)
(ZnO NW’s)
1 Seeds 15 min 28.39 0.49
2 70 °C 8h 28.96 0.50
3 90 °C 8h 49.07 0.36
4 120 °C 8h 49.73 0.37
80
75
__ 70}
E 65 |
© 60
N
‘» 55F
(0]
£5F §
8 45 '
7]
2 40
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30F u
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Figure 3.5: Variation of crystallite size w.r.t the growth temperature.
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3.3.2 Field Emission Scanning Electron Microscopy (FESEM) images

In order to confirm the formation of NPs and NWs, the FESEM images of the samples were
recorded. The FESEM images of NPs and NWs prepared through the previously described method
are depicted in Figures 3.6 (a) and 3.7 (a), respectively. FESEM images clearly depicts the
morphology of the synthesized samples. The dimensions of the NPs and NWs (Figures 3.6 b and
3.7 b) were estimated by using image j software. Here, the Gaussian peak fitting to the data points
was used as compared to the log-normal distribution; fitted in previous chapter (Chapter-2) for NPs
growth study. This is because in the former case dynamical growth of NPs were recorded within
the growth solution where NPs were not in stable position. But in latter case, stable NPS/NWs were
obtained from growth solution and dried for a particular time period, which therefore shows the
natural distribution of particles, that is why Gaussian distribution were chosen for latter case. The
Gaussian peak fitting reveals an average diameter of 26.2 nm and 367 nm for the NPs and NWs (8
h, 90°C) respectively. The crystallite size (~ 28.36 nm) of the ZnO nano seeds is equivalent to its
particle size (~ 26.2 nm). Reason for this can also be estimated from the XRD data, where it was

seen that all the grains in the NPs have preferred direction along c-plane.

The broad Gaussian distribution of the NWs compared to NPs samples indicates that in the case of
nano seeds sample, the uniform diameter NPs were there, but when it comes to the NWs, there is

heterogeneity in diameters in the sample due to presence of both small and large sized NWs.

NN Counts
Average size=26.2 nm
» 0.06 0.08 0.10

Particle Size (um)

Figure 3.6: (a) FESEM image of the sample, and (b) a corresponding histogram plot with
Gaussian fitting for the NPs.
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Figure 3.7: (a) FESEM image of the sample, and (b) a corresponding histogram plot with
Gaussian fitting for the NWs prepared at constant growth time and temperature of 24 h and 90°C

respectively.
3.3.3 Effect of temperature on the ZnO morphology
3.3.3.1 Effect of temperature on the growth of Zinc Oxide NWs

The growth rate and precursor's decomposition in a chemical reaction are noticeably influenced by
the growth temperature. The correlation between the reaction rate and growth temperature can be
expressed as follows:
krea = A exp(—2) (2

where ‘k,., represents the reaction rate, ‘E,’ denotes the activation energy, ‘R’ represents the gas
constant and ‘7" signifies the growth temperature. As the ‘7" increase then, reaction rate will
increase exponentially. Further rate of change of reaction rate was given by equation no.-9 of
Chapter-2, which signifies that the rate of change of reaction rate is the function of rate of change
of growth temperature along with the exponent function. Therefore, if the temperature of the oven
reaches the required temperature (70°C, 90°C and 120°C) at same time interval then the reaction
rate will be higher for the sample prepared at 120°C (70°C < 90°C < 120°C). Thus, the morphology
of the NWs can be affected by this parameter (rate of change of reaction rate). Moreover, at low
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temperature (<70°C), HMTA undergoes slow decomposition and thus create comparatively less
concentration of OH" ions in the solution. Therefore, slow growth along lateral and longitudinal
direction takes place. But as the growth temperature increases (> 90°C), the instant decomposition
of HMTA occurs and fast growth of NWs take place. When the temperature is low (70°C), the
HMTA precursor decomposes slowly, resulting in a slow growth rate and the formation of mixed
nanostructures such as NPs and NWs in the sample. The FESEM images of the NSs are shown in
Figure 3.8 (a) for 8 h. In such conditions, the mechanism of NWs growth is attributed to the
orientation attachment of NPs in a specific direction, which gives rise to a chain-like morphology
[126]. The orientation attachment has been occurred only along a specific direction because of the
presence of capping agent (HMTA), which gives rise to growth of NWs type morphology in growth
solution. The hexagonal cross-sections of the NWSs are missing, possibly due to insufficient energy
for decomposition and a slow growth rate of the NWs. Additionally, chemical reactions speed up
if the growth solution's temperature is raised to 90° C. This particular growth temperature (90° C)
provides sufficient thermal energy for the decomposition of HMTA to provide ammonia (NH3) and
hydroxide (OH") ions in the solution for short time interval (equation 3 and 4). This facilitates quick
nucleation and growth of the NWs in both the longitudinal and transverse directions. As a result,
compared to low temperature (70° C) growth, the length and width of the resultant NWs shows a
uniform growth. The FESEM images of respective samples are shown in Figure 3.8 (b) at growth
time of 8 h. The FESEM images depict the formation of hexagonal cross sections and somewhere
flower like morphologies in the sample. The growth mechanism behind the formation of flower
like morphology is the attachment of the numerous NWs to the same ZnO nucleus (Figure 3.8 b).
Further, with increasing the temperature to 120° C, instant decomposition of HMTA occurs and
faster consumption of ions takes place to form ZnO. This led to rapid decrease in the OH" ions
concentration and preferential attachment of the ZnO to the top of NW, which lead to the growth
of broad base and sharp tip of the NW or pencil tip type morphology of the NWs: Figure 3.9.
However, the NWs begin to become hollow with broken ends at this elevated temperature (Figure
3.9). The broken structure of the NWs near the tips (Figure 3.8 marked in yellow circle) causes
the interior of the NWs to become hollow. Therefore, Figure 3.8 was shown to demonstrate that
the NW starts getting hollow after this particular growth time. This might be due to dissolution

effects, which begin to predominate and the growth of the NWs reaches its equilibrium stage [127].
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3.3.3.2 Impact of temperature variations on diameter distributions of NWs

The distribution of nanowires (NWSs) becomes narrower as the growth solution temperature rises
from 70°C to 120°C shown in Figure 3.8. Additionally, it has been reported in the literature that an
increase in the growth temperature results in a narrower distribution of NW’s diameters [128]. This
is because, an increase in temperature leads to faster growth of smaller NWs to their saturation
value, resulting in a narrower distribution. The diameter of the NWs at varied temperature
conditions and at fixed growth times is shown in Table 3.3. The average diameter of the NWs was
approximately same for the samples prepared under 70°C and 90°C growth temperatures, but shows
amild decrease when temperature further increases to 120 °C. No significant change in the diameter
of 70°C and 90°C was observed, because here OH™ ions uniformly attaches at the lateral and
longitudinal surfaces of NWs and growth temperature here leads to control the cross section of the
NWs. But a decrease in the average diameter of the NW was observed with further increase in the
growth temperature. Because at higher temperature pencil tip type morphology formed with broad
base and sharp tip and average length of NW increases at higher rate compared to its diameter,

which leads to decrease the overall/average diameter of the NWs.
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Figure 3.8: FESEM images of nanowires along with their diameter distributions growth

temperature of 70°C, 90°C and 120°C for growth time of 8 hours.
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Figure 3.9: ZnO flower type morphology prepared at growth time 4 h by maintaining growth
temperature of 120°C.

Table 3.3: Impact of growth temperature on the diameters of the NWs.

Sr. Sample Width

no. (nm)

1 Particles + NWs (70°C, 8 h) 364 nm
2 Hexagonal NWs (90°C, 8 h) 367 nm

3 Broken NWs (120°C, 8 h) 278 nm

3.3.4 UV-vis spectroscopy
3.3.4.1 ZnO Nanoparticles (NPs)

Figure 3.10 represents the absorbance spectra and corresponding Tauc plot for ZnO nano seeds.

The calculation of the band gap was performed using Equations (13) and provided below:
ahv = A(hv — Ey)*/? if hv>E, (13)

The symbols used in Equations (8) have their standard meanings.
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Figure 3.10: (a) Absorbance spectra and Tauc plot (b) representation for the ZnO nano seeds.

The optical band gap value obtained for the nano seeds is 3.30 eV. Thereafter, the broadening of

the energy gap in semiconductors is often caused by the presence of defects and impurities within

the crystal structure of the material [129].
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3.3.4.2 ZnO Nanowires (NWs)

Figure 3.11 displays the absorbance spectra of the NWs synthesized for 8 hours at various growth
temperatures, namely 70°C, 90°C, and 120°C. The absorbance offset curve of the absorbance
spectra was found to be significantly affected by temperature. Specifically, the sample prepared at
a temperature of 90°C displayed the steepest slope on the offset side of its absorbance curve,
suggesting that it possessed superior crystal quality compared to samples prepared at other
temperatures. Additionally, it does not contain any broad distribution. Optical band gap values
were determined for all samples using Tauc plots and shown in Table 3.4. From Table 3.4, it was
observed that band gap values show an increase in band gap values with increase in the growth

temperature from 3.11 to 3.28 eV. Further Figure 3.12 represents cumulative plot.
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Figure 3.11: Absorbance spectra for the ZnO NSs at (a) 70°, (b) 90°C and (c) 120°C.
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Figure 3.12: A comparison of the absorbance spectra for samples synthesized at varying growth

temperatures.

Table 3.4: Band gap values as function of growth temperature.

Sr. Growth temp. Growth  Band gap

no. ¢0) time (h) V)
1 70 8 3.11
2 90 8 3.26
3 120 8 3.28
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3.3.4.3 PL-emission studies (hv > Eg)

PL-emission spectra of the samples were recorded to identify various defect states within the band
gap. Figures 3.13 a, 3.13 b1, 3.13 b2, and 3.13 b3 show the PL-emission spectra for the nano seeds
and NWs prepared at 70° C, 90° C, and 120° C, respectively (growth time 8 h). The emission spectra
tend to exhibit emissions in both the ultra-violet and visible spectral region for excitation energies
greater than the band gap energy (hv > Eg). When excited with a wavelength of 350 nm, the
emission spectral peaks were detected at ~400 nm, ~425.09 nm, ~450.30 nm, ~470.16 nm, ~492.26
nm and ~536.87 nm. Thereafter, it was also observed that the UV defect related emission is
significantly stronger than visible defect related emissions. The emission in the UV region is
referred to as the Near Band Edge (NBE) emission. The de convolution of the spectra was carried
out for clear visualization of the peaks. Schematic representation of the various possible defect
states present within the band gap are represented in Figure 3.13 (c). In the schematic
representation, energies of Zn interstitial, Zn interstitial complexes with oxygen vacancy and
oxygen vacancy within energy band gap were shown, as the peaks of respective defects were
observed in all the samples.

Additionally, it was noted that all of the samples prepared at different growth temperatures (70°C,
90°C and 120°C) exhibited the same number of defect states within their band gap. The only
difference among them was the intensity ratio of the defect states w.r.t their NBE emission peak.
Table 3.5 shows the intensity ratios for all the prepared samples. The intensity ratio of the Zn;
defect peak was found to be maximum in the sample synthesized at 120°C, whereas the sample
prepared at 70°C exhibited the highest intensity for the Zn complex/cluster peak. The sample
prepared at 90°C exhibits comparatively less defect intensity ratios and shows better crystal quality.
Therefore, the subsequent section of this study provides a comprehensive analysis of the sample
prepared at 90°C, and results are compared with those of samples prepared at other temperatures.
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Figure 3.13a: PL-emission spectra for ZnO nano seeds.
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Figure 3.13b1: PL-emission spectra of ZnO NSs produced at 70°C growth temperature.
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Figure 3.13b2: PL-emission spectra of ZnO NSs produced at 90°C growth temperature.
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Figure 3.13b3: PL-emission spectra of ZnO NSs produced at 120°C growth temperature.

68



E
A 0 < (c)
1.0.06 eV
e e i g e e e _—
H I H : 1 Exciton level
] 1 i ]
: ! i 1 H
1 1
¥ 2" i7nv, | | .
——"°1i : P
: : &
> v ZnVo | E o
_— I
Q > ' Zn,Vg, '
: on > —_— Y
w ~N w > y ©
no (22] o~ @
w ut [=)] ~
=) ~ ~ >
= ~ — 2
3 o >
o~ i o
(as]
e~
v \ 2 L 2 N . 2 L 2 4 Ey

Figure 3.13c: Schematic representation various defect states present within band gap of ZnO.

Table 3.5: Intensity ratio of defect related peaks with respect to the NBE emission peaks at
different growth temperature.

Sr.  Growth  Growthtime Peak Area Izni I_490 I 536
no. temp. (°C) (h) ~425nm  Iwee Ivge Ivge
1 70 8 14.75 0.81 0.77 0.64
2 90 8 12.19 0.88 0.42 0.27
3 120 8 22.24 0.98 0.61 0.44
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3.4 CONCLUSIONS

This chapter is dedicated to the seed mediated growth of ZnO NWs via simple chemical method at
varied growth temperatures (70° C, 90° C and 120° C) at constant growth time of 8h. The

conclusions of this chapter given as:

Table 3.6: Cumulative data for all the samples prepared at different growth temperatures.

Sr. Sample Aver Grain Morphology Optical Peak Izni 1.s36

no. age size band Area Inpe Inge
size  (nm) gap ~425
(nm) (eV) nm

1 Nano 26 28 Spherical particles 3.30 7457 0.78 0.61

seeds

2 NWs 364  28.96 Chain like 3.11 1475 0.81 0.64
(70°C)

3 NWs 367 49.07 Hexagonal wires 3.26 1219 0.88 0.27
(90°C)

4 NWs 278  49.73 Pencil like 3.28 2224 098 0.44
(120°C)

» With increase in the growth temperature, the crystallinity of the samples observed to
increased.

» The size and strain of the NSs' crystallites were significantly affected by the growth
temperature. As the temperature increased, the crystallite size increased while the strain in
the sample decreased.

» Slight variation in temperatures leads to significant change in the final morphology of ZnO
NSs such as broken and hollow tips of NWs obtained at 120° C (8 h), hexagonal cross-
section at 90°C and chain like morphology at 70°C.
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» Diameter distribution getting narrower with the growth temperature.

» Absorption studies shows that the temperature had a significant influence on the optical
band gap values. The optical band gap values increased from 3.11 to 3.28eV, with increase
in the growth temperature.

» The formation and presence of defect states within the band gap, significantly impacted by
the temperature of the growth solution. From the present work, it was concluded that 90°C

Is the perfect growth temperature to prepare NWs with minimum number of defect state
intensities.
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CHAPTER-4

EFFECT OF GROWTH TIME ON THE MORPHOLOGICAL
AND OPTICAL PROPERTIES OF ZnO NWs
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4.1 INTRODUCTION

In the previous chapter the influence of growth temperature on both the morphology and optical
characteristics of ZnO nanowires were investigated, while maintaining a constant growth duration.
Further, this chapter expands the study by investigating the effect of growth time on the
morphology and optical properties of NWs at a fixed growth temperature. Because as growth time
progresses, various phenomena such as aging, crystal growth and coalescence can occur, leading

to alterations in the properties and morphology of ZnO nanowires.

A number of studies have investigated the synthesis of ZnO nanowires and its dependence on
growth time. Amin et al. discovered that longer growth times resulted in larger aspect ratios of the
nanowires, while Tian et al. concluded that longer growth times improved the alignment quality
and density of NWs, along with an increase in their dimensions [52], [130]. In addition to this, the
change in morphology from tower like to flat top structured like rods were also observed in his
work [2]. Zhitao et al. observed an improvement in alignment and density of NWs with growth
time, but no change in morphology [131]. Wilson et al. studied theoretically the relationship
between the size (or aspect ratio) and stable thermodynamic shape of ZnO semiconductor material,
as well as the role of surface and edge energies, using density functional theory [132]. Demes
mathematically studied the mechanism of growth of NWs from NPs using the concept of Gibbs
free energy [133]. Chauhan et al. studied the impact of irradiations on its optical band gap value
[134].

The non-uniform distribution of defects and the size of nanomaterials significantly affect their
electrical and optical properties [135]. A decrease in the diameter of nanowires typically results in
a blue shift in their optical band gap due to quantum confinement. However, for larger NWs,
surface effects were responsible to cause the blue shift. For instance, the surface resonance effect
was found by Chen et al. to cause a blue shift in the cathodoluminescence (CL) emission spectra
of ZnO nanorods (NRs) with diameters of up to 620 nm [136]. Moreover, a blue shift in the CL-
emission spectrum of a single pencil-type ZnO NW was observed at various positions with
diameters ranging from 50 nm to 700 nm, which was attributed to the Burstein-Moss phenomenon
[137].
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Another surface phenomenon which can lead to the change in electrical properties of the material
is the band bending phenomena. When a semiconductor is brought into contact with another
material, such as a metal or an insulator, the electronic properties at the interface gets affected. In
particular, the energy bands near the interface can bend due to the differences in the electron affinity
and work function of the two materials. The bending of energy bands is called band bending and it
creates an electric field across the interface. This electric field can affect the movement of charge
carriers across the interface, and it is an important factor in the performance of many electronic
devices such as transistors and solar cells. Absorption of electropositive element at the surface of
ZnO arises downward band bending, whereas electronegative element arises upward band bending
[138]. Further, the amount of band bending depends on the properties of the materials at the
interface, such as their work functions and electron affinities, as well as the doping level and the
temperature of the semiconductor material. The band bending phenomenon induced by the
depletion layer/accumulation layer on the semiconductor (ZnO NW’s) surface, was reported to

modify the green region of the photoluminescence (PL)-emission spectra [139].

Therefore, in this chapter, the optical characteristics of chemically synthesized ZnO NWs were
investigated using absorbance, PL-emission, Raman spectra and sub-band gap excitation
measurements for different growth times and temperature conditions. An unanticipated variation
in the PL-NBE emission spectra were observed and explained by introducing the band bending
concept. Raman spectra were used to measure the vibrational modes of various atoms and thus
determine the identity of the sample [140]-[143].

4.2 EXPERIMENTAL DETAILS

ZnO NWs were prepared by the simple chemical approach described in Chapter-3. The synthesis
process involves the precursors with the ratio Zn(NO3)2.6H20 : (CH,)¢N, = 1:1. This indicates that
the concentration of NH** and OH- ions is slightly higher than that of Zn?* ions (because for
balanced reaction, Zn(NOz3)2.6H20 : (CH;)¢N, = 2:1). This can be understood by following

equation:

Zn(NO3),.6H20 - Zn(N0Os), + 6H20 1)
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Zn(NO3), - Zn?** + 2NO3 (2)

The decomposition of HMTA is given below:

(CH,)¢N, + 6H,0 — G6HCHO + 4NH, 3)
ANH; + 4H,0 — 4NH; + 40H" (4)
20H™ + Zn?** > ZnO(s) + H,0 (5)

Thus, from equation (4), it was clear that 4NH; and 40H~ were produced in the solution, out of
which only 2 moles of OH™ required to react with one mole of Zn?* to produce 1 mole of ZnO
(equation 5). Therefore 20H™ and 4NH;" remains in the solution. The pH of the solution, which is

necessary for NW growth, is maintained by these excess NH** and OH" ions.

Thereafter, NWs were grown by varying the growth time at fixed temperature conditions (90°C).

Their optical properties were investigated in following sections.
4.2.1 Characterizations

The absorbance spectra of the samples were obtained using a Perkin Elmer Lambda 750 UV-
visible-NIR spectrophotometer, over the wavelength range of 300 nm to 550 nm. The shape and
particle’s diameter distribution of the synthesized nanowires were visualized using the Field
Emission Scanning Electron Microscopy (FESEM-Supra 55, Carl Zeiss (Germany)) technique.
Photoluminescence (PL) measurements were conducted using a Perkin Elmer LS-55
spectrophotometer, where Xenon lamp serves as the excitation source. Photoluminescence (PL)
data collections were performed by exciting the sample using energies above and below its band
gap and resulting emission spectra recorded over a wavelength range of 350-700 nm using the same
instrument. Further, Horiba LabRam spectrometer was utilized to record a Raman spectrum in
wavenumber range of 90 cm™-1500 cm?, which is significant for examining surface defects within

a sample by providing information about the vibrational modes of various atoms.
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4.3 RESULTS AND DISCUSSION

4.3.1 Morphological evolution with growth time

Figure 4.1 (a-f) depicts the FESEM images along with their diameter distributions of the
synthesized samples for the growth times of 2, 4, 8, 16, 20 and 24 h. All the images confirm the
formation of NWs in the sample. The results showed that as the growth duration progressed, the
diameter distribution of the NWs became wider, ranging from 0.0449 pm to 0.1879 pum. Here, the
Gaussian distribution was utilized to fit the histogram data, by using following Gaussian relation:

AV2 (_2 (x — xc)2> )

=——=¢€X
y T p w2

Where ‘y’ represents the counts/frequency, ‘4’ is the constant; ‘X’ is the center/mean of the curve
and ‘w’ represents the standard deviation. Here, ‘w’ increases with the progression of growth
duration from 0.0449 um to 0.1879 um, which physically represents the heterogeneity in the
diameter values. In simple words, with increase in the growth time, the formation of new nanowires
and the enlargement of pre-existing NWs within the sample have been occurred, due to which
broadening in the peak was recoded. In addition to this, value of ‘x. "is also increasing which simply
represents the growth of NW’s diameter with the progression of growth durations. For growth
duration ranging from 2 h to 24 h, the diameter of the wires varies as 170, 280, 399, 390, 411 and
573 nm, while the lengths vary as 0.52, 1.34, 1.95, 2.26, 2.42 and 4.47 pum respectively. The longest
and widest NWs were recorded for 24 h growth time with average length of 4.476 pm and width
of 0.5738 um, while the shortest and narrowest NWs were recorded for 2 h growth time with
average length of 0.516 um and width of 0.170 um. Despite the use of HMTA, the diameters of
NWs are continually increasing during growth. This is because, as the time progresses, the
ammonium and hydroxide ions gets consumed, resulting in weak bonding of HMTA at the lateral
surface. The variation of diameter with the progression of growth time is shown in Table 4.1. The
size (width) of the NWs was found to satisfy the power law equation d = dot", where n = 1/3 (Figure
4.2). This demonstrates that the diffusion limited growth dominates the growth of NW’s diameter
with growth time. Figure 4.3 represents the length, width and aspect ratio variations with the growth

durations. Additionally, an alteration in morphology from hexagonal to cylindrical cross-section
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was observed with an increase in growth time (as shown in Figure 4.1(e-f)). It may be due to
uniform diffusion of Zn interstitials towards the surface of NWs with the growth time, which leads

to the smooth and cylindrical cross sections.

It was also observed that with the progression of growth time, the edges/boundaries of the wires
are getting intense. The observed contrast in the FESEM images is likely caused by the metallic
nature of the NWs' edges, which leads to generate more secondary charge carriers ‘e”’and resulting

in brighter boundary walls.
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Figure 4.1 (a-f): Field-emission scanning electron microscope (FESEM) images depict samples
grown at various time intervals, including 2, 4, 8, 16, 20, and 24 hours. The inset image provides
a magnified view of a single nanowire, while the adjacent images demonstrate the width
distribution of the nanowires.
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Table 4.1: Nanowires average diameter and morphology as a function of growth time (90°C).

Sr. no. Growth time Morphology Diameter
(h) (nm)
1 2 Hexagonal 170
2 4 Hexagonal 280
3 8 Hexagonal 399
4 16 Hexagonal 390
5 20 Hexagonal 411
6 24 Cylindrical 573
08
0.7 _ m Experimental data points
) ——Theortical fitting with d=dt"
sk n=-173
E_._[I.E -
E -
T 04}
= |
0.3 F
0.2
| §
u.-l“l.I.l.I.I.I.I.I.I.I.I.I.l.
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Time (h)

Figure 4.2: Diameter variation of NWs with the effect of growth duration.
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Figure 4.3: Changes in the length, diameter and aspect ratio of the NWs as a function of growth

durations.

Thereafter, NWs morphology was also recorded at higher growth times up to 48 h and slight
increase in the length and width was observed as the time is increased as shown in Figure 4.4 and
4.5.
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Figure 4.4: FESEM pictures of the sample prepared at higher growth times (90° C).
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Figure 4.5: Impact of longer growth durations on the dimensions of the nanowires.
4.3.2 Field Emission Scanning Electron Microscopy image analysis

The FESEM images for each growth times were shown in previous Section 4.3.1. Here, detailed
analysis of the FESEM images were conducted. It was observed from the FESEM images that with
the increase in the growth time, the diameter of NWs increases. The intensity profile for the ZnO
nanowires at each growth durations were represented in Figure 4.6. The intensity profile
demonstrates that the width of the intense boundaries of NWs expands as the growth time
progresses, and it also suggests an increase in diameter over time. Thereafter, intensity ratio (Iv/ls,
Io=bulk intensity at the center of NW, Is= surface intensity depicted from edges) from Figure 4.6,
was plotted in Figure 4.7. It was concluded from the graph that intensity increases by the equation
(I6/1s) = (In/ls)o + AtY3; where (In/ls)o represents the onset value, ‘¢’ represents growth time and ‘4’
is the constant, which clearly signifies the diffusion mechanism for the increment in the bright
region of the NWs. Therefore, it was concluded that with the increase in the growth time, more Zn
content diffuses towards the surface and leads to increase in the width of the bright boundaries
[144]. The intensity profiles were also plotted for the samples prepared at other temperatures

1..70°C and 120°C and represented in Figure 4.8. Therefore, it was concluded that all the samples
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show similar kind of profile i.e. less intensity at the bulk and higher intensity at the boundaries.
Thereafter, intensity ratio (Iv/ls) from Figure 4.8, was plotted in Figure 4.9 (growth time = 8h) and
data points were fitted with straight line equation. Therefore, it was cleared that the increase in

intensity at the edges shows a direct relationship with the growth temperature.
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Figure 4.6: Distribution of intensity along the radial direction of NWs for growth times of 2, 8,
16, 20, and 24 h at 90°C.
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Figure 4.7: Variation of Intensity ratio (l/ls) with respect to the growth time.
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Figure 4.8: Intensity profile of ZnO NW synthesized at 70° C, 90°C and 120° C growth

temperatures at 8 h of growth time.
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Figure 4.9: Variation of Intensity ratio (Io/ls) with respect to the growth temperature.
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4.3.3 EDX mapping

Further to confirm the reason for the intense boundaries, the EDX mapping of the prepared samples
was recorded. This method is apt for revealing the elemental distribution along the entire length of
the nanowire. Figures 4.10 (a,b,c) illustrate the EDX mapping of the samples with non-uniform,
hexagonal cross-sectional and cylindrical cross-sectional morphologies of NWs. These figures
provide a clear visualization of the presence of a higher concentration of Zn element at the edges
of the NWs, as compared to the bulk of the NWs, for all samples. The elemental composition of
the samples in weight and atomic percentage were tabulated in the Table 4.2. Additionally, it was
also anticipated that the atomic percentage of Zn increases as the morphology of the sample
changes from non-uniform NSs to hexagonal and cylindrical cross section. As it was mentioned
that a non-uniform structures formed at low temperature i.e. 70°C, whereas hexagonal and
cylindrical cross-sectional NWs were obtained at 90°C. From the previous section (Section - 4.3.2),
it was clear that, intensity ratio (Io/ls) increases linearly with increase in the growth temperature,
that is why as growth temperature increases, Zn content shows an increase. With the increase in
growth time, bright boundaries also increase, that is the reason for further increase in the Zn
content. These results from EDX spectra also give the confirmation of reason for the bright
boundaries i.e. they are due to excess Zn content at the surface. Further, Figure 4.11 shows the

resemblance of FESEM and EDX mapping image.
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Figure 4.10a: EDX elemental mapping and EDX spectra for the non-uniform ZnO NSs at 70° C.
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Figure 4.10 b: EDX elemental mapping and EDX spectra for the hexagonal cross section ZnO

NWs.
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Figure 4.10 c: EDX mapping images and EDX spectra for the cylindrical cross section ZnO NWs.
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Figure 4.11: A comparison of the intensity plots of EDX and FESEM image of NW.

Table 4.2: Table represents the elemental composition in weight and atomic percentage (from

EDX spectra).

Sr. Sample Element Weight percentage Atomic
no. percentage

1 Non uniform ZnO NSs Zn 78.8 43

2 @) 24.2 57

3 Hexagonal cross sectional rods Zn 80.43 50.15

4 O 19.57 49.85

5  Cylindrical cross sectional rods Zn 81.63 52.10
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6 @) 18.37 47.90

4.4 Optical properties

4.4.1 Absorbance spectroscopy (NWs)

Additionally, Figure 4.12 (a) presents the absorbance spectra of the samples grown at 90°C, with
varying growth durations ranging from 2 h to 24 h. Band gaps for the entire samples were calculated
using Tauc plot. Here, the band gaps were calculated by using the intersection of two straight lines,
this is because the absorption below band gap is not approaching zero, instead showing exponential
rise. Therefore, it was known that band gap energy is generally tells the minimum energy between
VB and CB, which can be observed from the onset value of the absorption coefficient curve.
Accordingly, the optical band gaps were measured to be 3.29 eV, 3.26 eV, 3.27 eV, 3.25 eV, 3.26
eV, and 3.28 eV, for the growth periods of 2 h, 4 h, 8 h, 16 h, 20 h and 24 h respectively and (Figure
4.12 b and its inset) tabulated in Table 4.3. The band gap values of the samples closely matched
with the energy band gap of the ZnO NWs (~3.27 eV). As a result, it was observed that all the
values obtained were relatively similar and the dimensions of the samples were comparable to those
of the bulk material. Thereafter, it was also observed from the Tauc plot that there is an exponential
curve below band gap, which is showing an increase with the growth time, which might be due to
the near band absorption within the band gap [145].

Moreover, absorption below band gap can be expressed by exponential curve shown below:

x= A exp (— Z—Z) ™

where ‘A’ is constant, ‘hv’ represent the incident photon energy and ‘Ej;’ is the Urbach energy.
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Figure 4.12: (a) The absorbance spectra of the samples prepared at 90°C, with different growth

times.

Figure 4.12 (b): Tauc plot for the samples prepared at growth time of 2 h — 24 h.
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Table 4.3: Tabular representation of band gap energy values for the samples prepared under
constant temperatures 90°C and at varying growth times.

Sr. no. Growth time Band gap

(h) (eV)
1 Seeds 3.30
2 2 3.29
3 4 3.26
4 8 3.27
5 16 3.26
6 20 3.26
7 24 3.28

4.4.2 PL-emission studies (hv > Ey)

Figure 4.13 represents the PL-emission spectra of samples grown from 2 to 24 h at 90°C. From the

spectra three main points are observed, which are given by:
1. Consistent increase in the Zn interstitial defect peak intensity with the growth time.
2. Pinning of the defect states within the band gap.

3. Shift of NBE emission peak towards longer wavelengths with the growth time.
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Figure 4.13: PL-emission spectra of the ZnO NWs grown at 2 h, 4 h, 8 h, 16 h, 20 h and 24 h.

It is well known that Zn interstitial has very low migration energy, and can migrate via the Kick-
out mechanism under room temperature. As the growth time increases, the number of Zn
interstitials increases, leading to corresponding increase in Zn interstitial intensity. The results
show a linear relationship with growth time (Figure 4.14). The samples prepared at 70°Cand 120°C
also display an increase in Zn defect peak intensity, shown in Table 4.4 (intensity ratios). The linear
rise in intensity appears to be directly proportional to the size of the depletion region, which was

determined to consist of excess Zn or defects related to Zn clusters.
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Figure 4.14: Shift in Izni/Inge ratio with respect to the growth durations.

Furthermore, the samples prepared at growth temperatures of 70°C, 90°C and 120°C for 8 h and
24 h exhibited a red shift in the NBE emission peak (Figures 4.13, 4.15, and 4.16). The values of
shift are represented in Table 4.5. These values of shift (56 meV and 71 meV) are higher than
thermal energy (25 meV) at RT. Therefore, these values of shifts are also significant for
consideration. Other than NBE emission peaks, defect related peaks were also observed in the PL-
emission spectra, position of which remains fixed within the band gap. These defect related peaks
corresponds to Zn interstitial (~425 nm), excess Zn and Zn related complexes (~ 448 nm, ~470 nm
and ~492 nm) and oxygen vacancy (~536 nm) [21,25]. Fixed positions for the defect state signify
the similar local environment of the defects for all the samples. The position of the defect states is

defined by the surrounding environment of the defects not by the energy of the electrons in the

%94



~
o

Growth temp.- 70°C
—=—8h

(2]
o
T

—e—24h

Zn complexes/ clusters

a1
o

Intensity (a.u.)
D
o

20

380 400 420 440 460 480 500 520 540 560
Wavelength (nm)

Figure 4.15: Shift in NBE emission peak with respect to growth duration of 8 h and 24 h (70°C).
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Figure 4.16: Shift of the NBE emission peak as a function of the growth duration of 8h and 24h
(120°C).
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Table 4.4: Intensity ratios of Zn;i peak with respect to the NBE emission peak.

Sr.  Temperature  Growth time I zni/INBE
no. (°O)
(h)

1 70 8 0.81

2 24 1.18

3 90 8 1.00

4 24 1.06

5 120 8 0.99

6 24 1.20

Table 4.5: Variation in the NBE emission peak shift with changing growth temperature and time.

Sr.  Temperature Growth time PL (NBE) PL energy shift
no. °C NBE
) (h) Enge (eV) ( )
AEnge (eV)
1 70 8 3.113 0.056
2 24 3.057
3 120 8 3.068 0.071
4 24 2.997
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4.4.3 Surface analysis for unexpected shift in NBE emission peak (Band bending concept)

The NBE emission peak maxima were observed to shift towards higher wavelengths with longer
growth times as shown in the PL-emission spectra (Figures 4.13, 4.15, 4.16). Table 4.6 shows the
values of their NBE emission energies and depletion layer width for different growth times (2 h to
24 h). With reference to the first sample (2 h), the red shift value for the NWs synthesized at 90°C
varies from 55 meV to 149 meV. Energy resolution for PL-emission spectrophotometer is £4 meV.
The values of energy shift in the present case are greater than the energy resolution values.
Therefore, this observed red shift is quite significant. A change in the growth temperature and time
of the samples, as listed in Table 4.5, resulted in a red shift of the NBE emission peak. Specifically,
the shift occurred as the growth temperature was decreased from 90° C to 70° C (or increased to
120° C) and as the growth time was extended from 8 h to 24 h. Previous studies reports the quantum
confinement as the main reason for blue shift/red shift with the decrease/increase in the width of
the NWs [147]. However, dimensions of nanowires in the present study are quite large, making it
difficult to observe the quantum confinement effect and as a result, this approach may not provide

an accurate explanation for the shift. Therefore, a different approach to the problem is required.

The surface effect was put out as a remedy to overcome the present situation after a careful
evaluation of the obtained results. Studies have reported that n-type semiconductors with metallic

cluster boundaries exhibit upward band bending [148].

Because in the n-type semiconductor, there are abundance of electrons and when metal with higher
work function comes in contact with it, then electrons will start flowing from the semiconductor to
the metal in order to align the Fermi level. When Fermi level of semiconductor and metal gets
aligned, then Helmholtz layer formed between them. At the metal/semiconductor interface, a
Helmholtz double layer is formed where the metal layer carries a negative charge and the
semiconductor surface is positively charged due to electrostatic induction. The low concentration
of charge carriers in the semiconductor prevents effective screening of the electric field between
the metal and semiconductor interface. This results in the depletion of free carriers near the
semiconductor surface compared to the bulk, leading to the formation of a depletion region. The

electric field and charge transfer between the semiconductor and metal cause the band to bend
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upwards in this region. To describe the potential in the depletion region relative to the bulk, the

Poisson equation was employed, which is given by:
Vip = —— (8)

where ‘p’ is the charge density in the depletion region and ‘¢’ is the permittivity. Thereafter, it was
assumed that surface charge density along 1-D and given as:
d*@pp p
== )

dz? ¢

Assuming the depletion region is in the n-type semiconductor, it was also assumed that the positive
charges in the depletion region are due to the complete ionization of the bulk donors, which are

homogeneously distributed with density ‘n’.
p=en,0<z<W (10)
p=0;z>W (11)

where ‘W’ is the depletion width. Using equations (9-11), ‘@gs’ within the depletion region is

evaluated, given as:

en
2&,&,

¢pp(z) = — (z—D)*; 0<z<D (12)

‘pse’ shows the parabolic relation within the depletion width. Thus the depletion width can be

evaluated, if the potential at z=0 is known, therefore, this can be shown as:

1/2

[ZgrgoleB (0)] (13)

Therefore, the formula for the band bending can be written as [149] [17,27]:

enw?
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Here, ‘pgg’is replaced by the ‘¢’ and ‘.’ by ‘e5,,0’°. To perform the calculation, the given values
were utilized for €,9, €,, nandei.e. ~8.66, 8.85 X 102 m2kg's*A? ~102cm?3and 1.6 X 102

C utilized respectively [148].

Here, dielectric constant value of ZnO was utilized, because it was mentioned previously that the
depletion layer forms at the surface of n-type semiconductor (ZnO). Furthermore, a constant carrier
concentration was assumed in order to solely observe the impact of depletion width on the

magnitude of band bending. But in actual, it depends on defect concentrations in the sample.

Here, the FESEM pictures (Figure 4.6) of ZnO NWs are used to determine the depletion layer's
width. The Energy Dispersive X-ray Spectroscopy (EDS) mapping images confirms the reason of
bright boundaries of NWs. It shows that there is excess Zn element distribution at edges in contrast
to the interior of the nanowires. Table 4.6 illustrates how the magnitude of band bending changes
with variations in the width of the depletion layer and the growth time of the nanowires.
Observations revealed that as the width of bright boundary increases, the band bending values also
shows an increase, which is reflected in the shift towards longer wavelengths of PL-NBE peak. It
was demonstrated from Table 4.6 is that, the value of band bending energy for growth time of 2 h
IS comparable to the thermal energy of RT, therefore this value in insignificant to consider.
However, the subsequent values of band bending energies are significantly larger than thermal

energy, and therefore, they are considered effective shifts that should be taken into account.

Table 4.6: Table represents the band bending values, depletion layer width and PL-emission shift

with the impact of growth time (temperature - 90° C).

Sample Growth PL (NBE) Depletion Band PL shift
time layer width Bending (NBE)
Enge (eV)
) (nm) extent Ep AEnee (6V)
nm NBE (€
(eV)

1 2 3.199 16 0.026 -

2 4 3.144 19 0.037 0.055

99



3 8 3.120 21 0.046 0.079

4 16 3.077 27 0.076 0.122
5 20 3.050 28 0.082 0.149
6 24 3.050 30 0.094 0.149

Thereafter, in order to analyze the path length of the free electrons in the conduction band, the
diffusion length of the electron in conduction band was calculated. Using the diffusion coefficient
of the electron “D = 0.05-0.5 cm?/s for single ZnO NW in CB” [150], diffusion length was

calculated using relation given by:

| = V2Dt (2)

where | = diffusion length, t = electrons life time in Conduction band (300 picoseconds)

| =2 %0.05 * 300 « 10~12 orl=v2%0.5 300 1012 (15)

| =17.32 or 173.2 nm (16)

Using the above relation, the diffusion length (‘I°) of electron in CB is calculated to be 17.32 nm,
when the diffusion coefficient (D) equals 0.05 cm?/s. As a result, the movement of charge carriers
(e) in CB is towards the center of the ZnO NW and vice-versa for the holes (Figure 4.17 a).
Therefore, the recombination of charge carriers can be given by:

Eq'=Ense=Eg—Ep as Eq! (Enee) < Eq a7

where Eq = band gap, Ep = band bending and E4* = Effective NBE emission energy
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Figure 4.17: (a) Diagrammatic illustrations of band bending phenomenon occurring at the
surface of a nanowire and the accompanying e - h™ recombination and (b) Variation of bend
bending with the depletion layer width.

Figure 4.17 (a) illustrates that as the radial growth of NWs enhances, the value of band bending

‘Ep’ shows an increase, resulting in a drop in the near band edge emission energies ‘Engse’.

The shift in the NBE emission peak can also be understood by the concept of quantum confinement.
Quantum confinement can be assumed to be occurred at the surface of the NWs i.e. in the bright

boundary region of the NWs. If potential at the surface of the NWs was assumed to be:

0 a<x<b
V(x)={V0 AL AR (18)

Here height of the potential well ‘Vo’, was assumed to be equivalent to the work function of the
NWs. Then a large amount of energy is required for an electron to overcome this barrier height and

therefore, electrons were assumed to be confined within the potential well. Therefore, the surface
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of the nanowires can be called as the infinite potential well for the charge carrier electron, which
was deduced to be confined within it as shown in Figure 4.18(a).

Figure 4.18(b) illustrates a plot of the energy (PL - NBE emission) versus the width of the depletion
1
d1?
nanowire is shown to confine particles i.e. electrons in it, thereby explaining the observed energy

shift in PL-NBE energy state.

layer, following the confinement relation E « +i. The depletion layer width ‘d1’ of the

( ZnO NW top

s20k = Experimental data points
Tt E= A/d*+B/d+C
3.18 |- (b)
?9-3.16 r
>3.14 |
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Figure 4.18: (a) and (b) depict the concept of quantum confinement at the surface of NW through
a schematic representation and a graph, respectively. The graph shows the experimental shift in
PL-NBE emission as a function of the depletion layer width of the NWs, with the curve fitting

following the confinement relation.

Additionally, due to the presence of surface polarization charges at the surface at room temperature
can also enhances the absorption of environment oxygen [151]. This can be achieved through the

capture of free electrons by environmental oxygen as given by [149]:

O2+e— 0y (6)
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This can also participate in enhancing the depletion width at the surface. The similar phenomenon
was assumed to happen also for the NWs aged at 70°Cand 120°C.

Zu complexes/ clusters = 36 h
——48h
S 98F ——60h
S
0.6
- :
L
|= 04
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0.0

400 450 500 550
Wavelength (nm)

Figure 4.19: PL-emission spectra at higher growth times.

Thereafter, PL-emission spectra were also recorded at higher growth times and shown in Figure
4.19. It was observed from the graph that, with further rise in the growth time, the variation in the
NBE emission peak gets saturated and no further shift was observed. Therefore, band bending gets
saturated after 24 h.

4.4.4 Sub - band gap excitation (hv < Eg)

ZnO NWs can be excited below the band gap energy value. Sub band gap excitation is possible by
various imperfections and defect states present within band gap as per reported studies [152]. If the
sample were excited with wavelength 400 nm (hv < Eg), then the PL - spectra shows emission
energies in the visible region corresponds to values as ~480.01 nm, ~540.04 nm, ~560.08 nm and
~603.02 nm (Figure 4.19 a). Furthermore, the use of excitation wavelength of a 450 nm resulted in
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the appearance of an emission peak at approximately ~603.02 nm, which suggests the existence of
Zn vacancies in the samples (Figure 4.19b).
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Figure 4.20: (a) Excitation of ZnO sample with sub-band gap excitation energy of ~ 400 nm and
(b) ~450 nm.

4.4.5 Raman spectroscopy

Raman spectroscopy gives us the information about the vibrational modes in the ZnO NWs
prepared for different growth times. As we know that ZnO has a hexagonal wurtzite structure
belongs to CZ, space group and according to group theory it should have eight sets of phonon

normal modes at the zone center (I'). These normal phonon modes are given by:
['=2A1+2B1+ 2E1 + 2E; (7)

Modes ‘As’and ‘E1’ are the acoustic and rests of the modes are optical [153], [154]. In Raman

spectra, only optical modes were observed.

Both ‘A1’ and ‘E1” modes are Raman or IR active and which can be further splits into transverse
optical (TO) and longitudinal optical (LO) phonons. In contrast, the ‘E>” modes are Raman active
and consists two frequency modes ‘E;9"* and ‘EL"’ whereas ‘B1’ mode is inactive or called as
silent mode. ‘A1’ mode in the spectra appears only when the incident light falls parallel to [0001]
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plane of the highly oriented ZnO thin film. In the present case, the ‘Eg”'gh’, ‘EX°%’ and ‘Ezhigh -

E°"” modes were observed. The ‘Efigh > mode arises from the vibrations of oxygen sub-lattices
whereas ‘EL°’ energy results from the vibrations of the massive Zn sub-lattices [155].
Furthermore, additional modes such as ‘2TA’ (‘2E2 (low)’), ‘A1 (TO)’, ‘A1 (LO)’ were identified
and attributed to a multi-phonon process. The observed modes confirm the hexagonal wurtzite
structure of high-quality ZnO crystal. Table 4.7 represents the peak positions of the observed
vibrational modes at different growth times. Figure 4.20 (a) represents the Raman spectra for the
sample grown at 2 h in the wavenumber range varied from 0 cm™ to 1500 cm™. Figure 4.21 (b)

depicts the Raman spectra for the samples at subsequent growth time varying from 2 h to 24 h.
In present case, two observations were made from the spectra (Figure 4.21b):

(i) Broadening of the various peaks in the spectra, and

(i) The shift in the frequency of the peaks over time.

Various reasons have been reported for the broadening of Raman modes, including quantum
confinement [156], surface bond contraction [156], bond length contraction [157], temperature
variation [32], and defects or structural disorder [33]. However, in the current study, the broadening
of the modes was found to be caused by the presence of defects and impurities in the sample,
specifically due to the presence of Zn interstitials or clusters [160]. These defects violate the
phonon selection rule i.e. =0, resulting in the scattering of phonons with ¢#0. This leads to the
involvement of both acoustic and optic phonons in phonon dispersion, resulting in the broadening
of the peaks. The tensile strain or stress might be the reason behind the shift in the frequency value
[158] .
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Figure 4.21:(a) The Raman spectra of ZnO nanowires (NWs) aged for 2 hours are analyzed in
the frequency range of 80 cm™— 1400 cm™ and (b) Raman spectra for samples grown at 2, 4, 8,

16, 20, and 24 h in the frequency range of 80 cm™ — 500 cm™.

Table 4.7: Raman active modes in ZnO nanowires.

ZnO Modes

Frequency (cm™)

Sr. Frequency Growth Time Reference
no. Modes [158]
2h 4 h 8h 16 h 20 h 24 h
1 Ex(low) 98 98 98 97 98 99 99
2  2TA, 2 Ex(low) 199 212 203 203 209 205 203
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4.4 CONCLUSION

In this chapter, the morphological and optical properties of the NWs were discussed, which were

prepared under different growth time and at fixed temperature conditions. The findings of this

research shed light on the unusual shifts observed in the PL-NBE emission peaks with the

increasing growth time. The summary of the chapter's conclusion is outlined below:

>

The effect of growth times thus concluded to impact the cross sections of the synthesized
NWs such as hexagonal cross section transformed to cylindrical cross section with the
growth time.

The intensity of Zn; defect peak observed to increase with the increase in growth time for
all the samples. This indicates that as the growth time increases, more growth species attach
to the NWs, leading to a higher intensity of Zn; defects.

The difference in the intensity profile of the center and edges of the NWs indicates that
their is possible existence of excess Zn; or Zn related clusters, with a comparatively higher
concentration on the surface than in the interior of the NWs.

The abnormal variation in the PL-NBE emission peak with respect to the growth time was
observed for all the NWs prepared at different temperatures. The cause of this shift is due
to the surface band bending caused by the presence of excessive Zn at the surface.

The broadening of the Ex(low) (=99 cm™) Raman spectral peak, was attributed to the

presence of Zn cluster defects in the NWs sample.
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CHAPTER S

CONCLUSION AND FUTURE SCOPE
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5.1 CONCLUSION

Zinc Oxide (ZnO) nanowires has gained attention due to their unique optical properties and
potential applications in various fields. These NWs are highly valued for their large surface-to-
volume ratio, which leads to improved charge collection and transport properties. Additionally,
their non-toxicity, easy synthesis and bio-compatibility make them an attractive material for
various applications [161]. Optically, ZnO NWs are highly desirable due to their wide optical band
gap (approximately 3.27 eV) and large exciton binding energy (approximately 60 meV) at room
temperature. These properties, along with their high surface-to-volume ratio, make ZnO NWs ideal
for use in optoelectronics such as photo detectors, sensors, LEDs, and solar cells. Additionally,
their strong light emission and high transparency make them suitable for use in various displays

and lighting applications. The conclusion of each chapter of the thesis is summarized below:

Chapter 1: “Introduction and review of literature”. This chapter provides a brief overview of ZnO,
including the reasons for its popularity in nanotechnology. In addition, the chapter discusses
nucleation and growth models and various existing synthesis methods, such as physical methods

and chemical methods for the growth of ZnO nanomaterials.

Chapter 2: “Studies on temporal growth and aging of ZnO nanoparticles”. This chapter introduces
the synthesis of ZnO Nanoparticles (NPs) and investigated the temporal evolution and aging of
ZnO nanoparticles (NPs) in colloidal solution through the use of both experimental and theoretical
methods. UV-vis spectroscopy and TEM results demonstrate that nucleation and growth occur
within 2 minutes in the growth solution. Atomically balanced and unbalanced precursors were
studied in details. Therefore, it was found that atomically balanced reactions (S1) result in growth
and aging of NPs, while atomically unbalanced reactions (S2) result in decoupling of growth due
to the presence of an excess of Zn environment around nuclei. Thereafter, the growth of NPs was

understood and modeled using a theoretical model i.e. Phase field model (PFM).

Chapter 3: “Effect of temperature on the morphological and optical properties of ZnO NWs”. The
conclusion of this chapter highlights the significance of temperature variations on the final
morphology of ZnO NSs. Absorption studies have shown that the growth temperature has a

significant impact on the optical band gap values of ZnO nanowires (NWSs). The NWs synthesized
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at 90°C showed a noticeable difference from those synthesized at 70°C in terms of optical band
gap values, possibly due to non-uniform growth of the NWs. The FEEM results showed that broken
and hollow tips of NWs can be obtained at a temperature of 120°C and growth time of 8 hours.
The intensity of Zn; defects increased with the growth time for all samples synthesized at 70°C,
90°Cand 120°C, indicating that more growth species attached to the NW’s surface, resulting in an
increase in Zn; defect-related intensity. Additionally, the XRD data analysis showed that

temperature has a significant effect on the crystallite size and strain of the NSs.

Chapter 4: “Effect of growth time on the morphological and optical properties of ZnO NWs”. This
chapter describes the impact of growth time on the optical properties of the ZnO NSs obtained at
different growth durations. The growth time was found to impact the cross sections of the
synthesized NWs, with a hexagonal cross section transforming into a cylindrical cross section with
only changing the growth time. It was also concluded that growth time beyond 24 hours leads to a
consistent increase in the length of NWs. The intensity profile difference within the center and
edges of the NWs suggested the presence of excess Zn interstitials or metal clusters at the surface
of the NWs compared to the bulk. The core importance of this chapter is the red shift in the near
band edge emission peak of the PL-emission spectra with increase in the growth time. The band
bending concept at the surface of the nanowires were introduced and explained. The broadening in
the Raman spectral peak at 99 cm™ with increased growth time was found to be influenced by the

presence of Zn cluster defects in the NWs sample.
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5.2 FUTURE SCOPE

» Excess zinc at the surface of zinc oxide (ZnO) nanowires (NWSs) can increase the sensing
sensitivity of ZnO NW-based sensors by changing the surface properties of the nanowires,
such as surface charge and defects. The increased sensitivity can result in improved sensing
performance for various sensing applications, such as gas sensing, humidity sensing and
chemical sensing.

» One of the key areas of future research is to optimize the amount of excess zinc at the
surface of ZnO NWs to achieve the optimal sensing performance for different sensing
applications. In order to achieve this, it will be important to develop a deeper understanding
of the relationship between the amount of excess zinc and the sensing properties of ZnO
NWs.

» Additionally, the excess zinc can also enhance the catalytic activity of the ZnO NWs,

making them useful for catalytic applications.

Leads to adsorption of

Excess Zn or Zn O, at the surface due

related clusters at the
surface of NWs

And thus helps in gas

to the presence of free sensing application

electrons

Figure 5.1: Flow chart for the gas sensing applications.
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